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Abstract

In the US Federal government, an analysis of alternatives (AoA) is required for a significant
investment of resources. The AoA yields the recommended alternative from a set of viable
alternatives for the investment decision. This paper presents an integrated AoA and project
management framework for analyzing new or emerging alternatives (e.g., Cloud computing), as
may be driven by an information system strategy that incorporates a methodology for analyzing
the costs, benefits, and risks of each viable alternative. The case study in this paper, about a
business improvement project to provide public health and safety services to citizens in a US
Federal agency, is a practical application of this integrated framework and reveals the benefits of
this integrated approach for an investment decision. The decision making process in the
framework—as an integrated, organized, and adaptable set of management and control practices—
offers a defensible recommendation and provides accountability to stakeholders.
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1. Introduction

At the US Centers for Disease Control and Prevention (CDC) and the Agency for Toxic
Substances and Disease Registry (ATSDR), oversight of federal scientific regulations is
housed in the Office of the Associate Director for Science (OADS) within the Office of the
Director of CDC. Complying with these regulations is cumbersome and time consuming for
scientists, programmatic staff, and the OADS personnel who must provide administrative
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oversight for achieving regulatory compliance. Unintended outcomes of this burden are risks
associated with conducting public health science that cannot withstand peer review, public
scrutiny, or audits. To achieve a goal of science regulation compliance, OADS committed to
a business improvement project that would implement optimal processes, which in turn
would serve downstream agency science and, ultimately, public health and safety. This
business improvement project was titled the “Science Services Support Project” (S3P) [1].

The S3P business improvement project included the implementation of a new information
technology (IT) system. In the US Department of Health and Human Services (DHHS), IT
projects are subject to the Policy for Information Technology (IT) Enterprise Performance
Life Cycle (EPLC)[2] [3] which stipulates the implementation of the EPLC framework for
managing IT projects. The major components of the framework are 10 phases marked by
stage gate reviews, project reviews, and deliverables, as illustrated in Figure 1. During the
second phase of the EPLC framework, projects must complete a business case, inclusive of
an analysis of alternatives (AoA). The AoA sets the stage for the approach to a specific IT
system implementation [4].

The US Office of Management and Budget (OMB) guidance in Circular A-11 [5] directs US
agencies to develop an AoA for significant investments of resources. The underlying drivers
of the AoA in the US and how the AoA should be developed and completed include
legislation [6], policies [7], reviews [8], and practice guides [9]. In both civilian and non-
civilian US agencies, the AoA is a standard effort and deliverable undertaken during an early
phase of a project [4] [9] [10] [11] [12]. While the expectation is significant, the federal
directives for conducting the AoA do not offer specific guidance for how to incorporate
environmental drivers into the AoA for an IT system implementation, such as cloud
computing.

In late 2010 and early 2011, the US Federal government announced its move to a “Cloud
First” policy [7] [13]. This policy stated that “when evaluating options for new IT
deployments, OMB will require that agencies default to cloud-based solutions whenever a
secure, reliable, cost-effective cloud option exists” ([7], p. 7). “Cloud First” was motivated
by efficiency—a longstanding goal throughout the federal government related to the
stewardship and accountability for public funds. While it is common to create a financial
context around efficiency drivers for policies, the “Cloud First” policy had a broader impact
agenda that also included reliability, innovation, and agility for information technology. For
an IT project, the widest and deepest impact of this policy likely is experienced during the
development of the business case for the project—and the included analysis of alternatives—
because “Cloud First” automatically introduces an alternative into the AoA [7] [13] [14]

[15] [16]. This means that the “Cloud First” policy is the requirement that Cloud computing
must be considered when identifying potential alternatives in the AoA, and if the Cloud
alternative is secure, reliable, and cost effective, then it must be the recommended alternative
for the IT project. This predetermined yet conditional AoA outcome of “Cloud First”
logically is linked to the principle of cost effective stewardship of public funds.

As noted, an AoA is more than a standard practice in the US Federal government: It is a
requirement. Also, a Cloud alternative in an IT AoA would be expected, especially after the
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appearance of the “Cloud First” policy. The combination of these two requirements is not
reflected in the literature; the current literature focuses on impediments to Cloud
implementations versus the inclusion of the actual Cloud alternative, as might be expected
from marrying “Cloud First” with federal directives for AoAs [17]-[22]. This observation
with respect to the literature may indicate that the structured, decision making process of the
A0A in federal practice, which ends up with a recommended alternative for delivering the IT
Solution, does not have a logical articulation with “Cloud First.” Thus, while the US Federal
government may adopt an information system strategy, such as “Cloud First”, methods,
tools, and experience make initiatives possible that will achieve the goals established for the
strategy. Our paper bridges the gap, or clears an impediment, between strategy and
implementation by demonstrating how to incorporate an information system strategy into a
decision for the initiative that will achieve the strategic goals of the organization.

Using a case study, our paper presents the integration of two frameworks for completing an
AO0A (i.e., the first framework) for an IT project (7.e., the second framework), inclusive of the
OMB Cloud imperative, to address a science business need within an operating division of
DHHS, to answer the questions of 1) what is the recommended alternative; and 2) should the
recommended alternative be based on cloud computing. We specifically describe how Cloud
computing (reflective of an environmental driver appearing in an information system
strategy), as one of all possible alternatives, was included in the set of viable alternatives in
the AoA framework. We also illustrate the integration of the AoA framework into the DHHS
IT project management framework entitled the EPLC framework. The systematic integration
of the AoA into the overarching IT project management approach makes it possible to
accommodate environmental factors, such as Cloud computing, into the viable set of
alternatives and achieve strategic goals of an information system strategy.

2. Description of the AoA Framework

The AoA framework, depicted in Figure 2 and overlapping the Initiation and Concept
phases within the overarching EPLC framework for IT projects in DHHS, is best viewed as a
set of methods and practices that can be tailored to serve the purposes of a specific IT
project, as permitted by policy [3]. The “purposes” include new or emerging environmental
factors, as was experienced by S3P when “Cloud First” appeared. Thus, the articulation of
these two frameworks consists of the two concurrent work streams—AO0A and overall
project management work streams—during the early phases of an IT project in which this
articulation provides cross cutting benefits (or advantages) to the concurrent work streams.
Viewing the AoA as distinct and different from the overall project effort can lead to
additional (duplicative) effort and reduced effectiveness of the AoA per se to effectively
guide the project to success [8].

The AoA framework is divided into two primary sections: a section corresponding to work
that logically and generally is a precursor to the AoA (/.¢e., Pre-AoA) and a section marked
by the four signature phases of the AoA (/.e., the AoA per se or “Proper”). There is a
distinction between the Pre-AoA and the AoA Proper because of the relationship between
the AoA framework sections and the EPLC framework (see Figure 2). A benefit of
following a systematic framework for completing an AoA is that it can provide a record of
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work leading to the recommended alternative. Such a record encourages or invites broad
stakeholder scrutiny during the course of review, governance and decision making, and
provides the basis for a defensible position vis-a-vis the recommended alternative.

2.1. Pre-AoA: Assess Current Environment and Determine Future Environment
Requirements

The Pre-AoA section of the framework encompasses two overarching processes: 1)
assessing the current environment and 2) determining future environment requirements.
These two Pre-AoA activities are inputs for creating a unified work stream composed of
“Capability Modeling and Requirements Refinement”. This unified work stream provides a
formal approach for establishing “what” must be resolved without the distraction of the
“how”. “What” must be resolved is the gap between the current environment and the future
requirements, and the objective of the AoA is to identify and recommend a solution that
could close this gap, given the constraints of the project environment.

2.1.1. Assess Current Environment—The status quo environment comprises the
existing IT systems and business processes that the proposed project intends to either
enhance or replace, as they do not fully meet the current or future business needs. During the
assessment of the current environment, project subject matter experts (SMESs) determine the
operational gaps in the current environment by evaluating the degree to which the current
state can support the identified high level business capabilities and business entities needed
to support the future state.

The outputs of this process of assessing the current environment assist identification of
business requirements and process models and inform the cost, benefit, and risk analyses of
the alternatives in the second phase in the “Proper” section of AoA framework.

2.1.2. Determine Future Environment Requirements—In this process, the SMEs
refine further the future environment requirements and business processes to articulate
clearly what is required to meet the business need and achieve the strategic objectives for
business success. The ongoing iterative examination of the desired future state serves to
cement how each of the capabilities and entities will contribute to meeting the desired
business need, allowing the business to drive the project requirements. The future
requirements identified in this process have sufficient detail to support selecting and
evaluating alternatives and then to recommend a solution.

2.2. AoA Proper: Framework for Analyzing Alternatives in IT Projects

The AoA Proper section of the framework has four signature phases that provide a
systematic approach for conducting an analysis of alternatives for IT projects in the US
Federal government. It is based on federal guidance documents and policies and
incorporates knowledge from past CDC IT projects as well as government and industry best
practices in the area of IT project management.

2.2.1. Phase 1: Identify and Filter Alternatives for Analysis—The first phase in the
AO0A consists in generating a set of possible alternatives that could satisfy the project
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business needs and then screening this set to identify only viable alternatives for further
consideration in the subsequent phases of the framework.

1) Identify Possible Alternatives: The set of possible alternatives is comprised of
alternatives that potentially could meet the future state requirements. While derived from
classes of “automated solutions, tools, or products,” the proposed alternatives do not name
specific vendors or actual technical solutions, because the project is working in the realm of
the business need and has not advanced to the point where specific requirements exist that
can lead to an analysis of alternative technical solutions. This initial set of alternatives
begins with and must include the status quo [23]. The status quo alternative represents
making no changes to the current system or environment and is the current baseline against
which other alternatives are measured. This alternative always is carried forward to the next
phase of the AoA for further analysis as the business owner always maintains the option of
“doing nothing”. In addition to the status quo, alternative solutions can be identified based
on a) “how” the solution will be obtained or procured and; b) the solution delivery
framework (SDF) as encapsulated by a Cloud or a Non Cloud computing model. The four
main options for how to obtain or procure a solution are:

a) Commercial Off-The-Shelf (COTS): A solution based on a commercially
developed or proprietary product with configuration and/or customization to
meet the business need.

b) Government Off-The-Shelf (GOTS): A solution based on a government
developed product with configuration and/or customization to meet the business
need.

c) Suite of Integrated Products and Services (SIPS): A solution based on a suite of
integrated COTS and/or GOTS products and services, using configuration or
customization. The SIPS solution also may integrate Open Source products.

d) Custom Build: A solution largely based on original, custom development and
programming

The “Cloud First” policy introduces an SDF based on service and deployment models (see
Table 1). The combinations between how a solution can be obtained (COTS, GOTS, SIPS or
Custom Build) and the solution delivery framework generally represent all of the possible
alternatives for an IT project.

2) Filtering for Viable Alternatives: The possible alternatives are narrowed down to a set
of viable alternatives through a decision framework based on inputs from the Pre-AocA
activities. The decision framework identifies the criteria by which alternatives will be
excluded (or included) from further consideration and comprises two consecutive stages or
filters.

Filter 1: Mandatory requirements: The first filter serves to identify the alternatives that
conform to government mandatory requirements. These requirements may be the result of
legislation or policies and their compliance by an alternative quickly establishes the
feasibility of such an alternative. As an example, within the US Federal government,
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agencies must apply the Federal Information Processing Standards (FIPS) 199 security
standards when determining the security category of their information systems [25]. If an
alternative can satisfy all of the mandatory requirements, then it will continue on to the
second filter; otherwise, it will be eliminated. The alternatives that pass the first filter are
considered feasible.

Filter 2: Project-level requirements. The second filter evaluates the degree to which an
alternative can satisfy a set of project-level decision criteria. The decision criteria are based
on both functional and nonfunctional requirements. They are defined and assigned weights
—representing the importance or priority of the criterion to the project—Dby the project
SMEs, and then reviewed by the integrated project team (IPT), especially to establish an
exclusion (or inclusion) threshold. Each feasible alternative is scored based on its ability to
meet each of the decision criteria, and the weighted scores are calculated and aggregated to
obtain a single overall score for each alternative followed by a determination to retain the
feasible alternative as a viable alternative.

At the end of the two-step filtering process, at least three viable alternatives must remain, in
addition to the current baseline or status quo alternative, to comply with Part 7 (Section 300)
of the OMB Circular A-11 [15]. Each of the viable alternatives needs to be defined at a level
of detail that can lead to estimates of costs, analysis of benefits, and assessments of risks in
the subsequent phase of the AoA framework.

2.2.2. Phase 2: Conduct Cost, Benefit, and Risk Analysis of All Viable
Alternatives—Once viable alternatives are identified, a more detailed analysis is
conducted, which is composed of three separate yet related analyses: the cost analysis,
benefit analysis, and risk analysis (see Figure 3). While each of these has a separate
objective, the results of all of these analyses must be evaluated collectively to identify the
recommended alternative.

The “Cost Analysis” section estimates the life cycle costs of each viable alternative for
delivering the business IT solution that meets the project’s business needs. Because the cost
analysis is an examination of the projected (or anticipated) life cycle costs, the model to
calculate these costs is assumption-driven.

The “Benefits Analysis” section evaluates the anticipated benefits, both quantitative and
qualitative, for each viable alternative. The quantitative benefits analysis evaluates the
potential benefits of a given alternative following the same assumption-driven approach
employed in the cost analysis. The analysis of the qualitative benefits assumes that the
benefit would be delivered for an alternative.

The “Risk Analysis” section also includes quantitative and qualitative elements. The
quantitative risk analysis uses the same assumption-driven approach as the Cost Analysis.
The analysis of qualitative risks is similar to the approach for qualitative benefits. Qualitative
risks are about the capability (or likelihood) of a viable alternative to deliver the solution,
which was undertaken as a project to meet the business needs, as the impacts of the project.
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The outcomes of the analyses conducted in Phase 2 are provided as inputs to the next phase
of the framework, Conduct Decision Analysis, wherein the viable alternatives are compared
to determine a recommended alternative.

1) Cost Analysis: The five steps for estimating the life cycle costs for each viable alternative
typically follow the approach below; however, iterations of any step may be required to
satisfy stakeholders or to address gaps in knowledge that appeared during the cost estimating
process, such as when updating assumptions.

Step 1: Develop the cost element structure: Sound and defensible life cycle cost estimates
for comparative analyses begin with the development of the standard cost element structure
(CES) that takes into account the work breakdown structure (WBS) for the project. The CES
is spread across three or four—depending upon the life cycle phases that are included in the
cost estimate—major time-related phases of project costs: investment, operations and
maintenance (O&M), transition costs, and, possibly, disposition costs. Investment costs
capture the one time, nonrecurring costs through the Implementation phase (of the EPLC
framework and see Figure 2). The O&M costs capture the recurring costs to support and
maintain the system once it becomes operational. Transition costs capture the costs
associated with supporting and maintaining the current legacy systems or status quo until a
viable alternative achieves an established point in the O&M phase. If the life cycle cost
estimate of the recommended alternative is expected to include a disposition phase, then a
fourth time related phase of cost, the disposition cost, would be added to the CES.

The cost elements for each major project phase are based on all the anticipated costs
required to complete an IT project over the defined life cycle. The two main cost elements
within the major time related phases are products (or goods) and services, each of which can
be decomposed further into sub elements and which are estimated for a WBS element. The
level of detail of the final CES should be consistent with the level of detail required by the
cost estimation model and approved by the project stakeholders.

Step 2: Define general and specific assumptions: Because of limited information at the
time of performing the AoA, cost estimators must define assumptions that will support
acceptable cost estimates and provide completeness across each viable alternative.
Assumptions should address data sources (e.g., previous cost estimates, industry standards,
or models), data exclusions or incompleteness (for clarification as to what was used in the
cost estimation model), time frames within the project life cycle affecting cost elements,
elements of scope not specifically called out in the business requirements (e.g., security
categorization, availability, and performance), and methods used to calculate costs (e.qg.,
inflation, discount rate, and capitalization).

Two types of assumptions can be defined: general and specific. General assumptions are
defined for all of the viable alternatives and address elements such as the project life cycle
time frame, the base year (for presentation of costs), labor rates, and the methods used for
estimating costs. Specific assumptions are defined for each alternative and involve products
and services that are unique to a specific alternative (e.g., allocation of software costs for the
various Cloud alternatives), as well as the estimated time frames for each EPLC phase.
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Step 3: Define cost estimation range approach: To produce a defensible analysis that
incorporates the limitations of imperfect information and uncertainty, the approach for
developing a life cycle cost model adopts the concept of cost estimation ranges. Thus, a
defined assumption could have multiple outcomes typically reflecting the “best”, “worst”,
and “most likely” outcomes. The “best-case” scenario captures costs based on the best-case
outcome for every assumption, while the “worst-case” scenario assumes the worst-case
outcome for every assumption. The “most likely” scenario captures costs that are based on
the most likely outcome for each assumption. The use of the “most likely” assumption is
also the definition of the risk-adjusted cost.

Step 4: Collect cost data: Cost data on each viable alternative for each cost element in the
model can be gathered through several methods. The most commonly used is market
research, which, according to the OMB Capital Programming Guide, encompasses “research
of published information, talking to other agencies that have conducted similar market
research, and/or going directly to the market for information” ([26], p. 13). If publicly
available information is not sufficient, then surveys or requests for information can be
directed to qualified vendors that potentially can provide the identified viable solutions.
Following the cost estimation range approach, whenever possible, data should be collected
for each case scenario for each cost element. Costs gathered from historical data should be
updated for inflation, technology maturity, and any other factors that may affect their value
[27]. All collected cost data, including their sources and any adjustments made, should be
documented.

Step 5: Estimate life cycle costs for each viable alternative: Once the assumptions have
been defined and the cost data have been collected, the cost elements identified in the CES
can be estimated. A variety of methods are available for estimating cost elements, among
which analogy, parametric estimation, and engineering build-up estimates are the most
frequently used [15] [26] [27]. Less common methods include expert opinion, extrapolating
(from actual costs), and learning curves. The life cycle costs for each scenario of an
alternative can be approximated by aggregating all the corresponding cost elements within
each case scenario (/.e., “best”, “worst”, or “most-likely” case scenario), while recognizing
the potential impact of the underlying probability impact distributions. A standard best
practice uses a 10-year timeframe to represent life cycle costs [14]; however, this timeframe
may vary depending on the size, complexity, and nature of the project.

2) Benefit Analysis: The approach for the benefit analysis identifies both the quantitative
and qualitative benefits anticipated to be delivered by the solution, defines the manner for
estimating the benefits and collecting the necessary data, and analyzes the identified benefits
for each viable alternative.

| dentify benefits: All identified benefits should align with the project objectives and
contribute to meeting the project business needs [26]. To allow for a comprehensive
understanding of the business and mission value that the alternative would provide, both
quantitative and qualitative benefits should be included.
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Quantitative benefits are defined as those benefits that can be expressed in monetary units
and may include both tangible and intangible benefits. Tangible benefits usually include
potential direct system savings from the reduction in O&M costs for the proposed alternative
relative to the O&M costs required to support the current environment and the future costs
avoided by the implementation of the alternative. Intangible benefits are those benefits
characterized as “not immediately obvious or measurable” ([28], p. 22), such as potential
improvements in employees’ productivity or efficiency. If they were to be clearly defined
and assigned appropriate indicators or metrics, then their monetary value could be measured.

Qualitative benefits are the expected benefits generated by the alternative that are not
assigned a monetary value, but nevertheless contribute to accomplishing the project
objectives. Benefits produced by certain government IT projects are qualitative in nature and
may not be easily or reliably quantified or monetized.

Quantitative benefits analysis: Benefits are expected to occur in the future, after the
delivery of the business product by the project, and should be measured from the time the
identified benefit begins to appear through the end of the project life cycle. To provide
consistency in the analysis across each alternative, life cycle quantitative benefits are
estimated following the same assumption-driven approach defined for the cost analysis and
using the same set of assumptions specified for each of the three case scenarios: “best”,
“worst”, and “most-likely”.

There are several financial metrics that can be used to analyze alternatives in terms of their
overall quantitative benefits. The most commonly used metric is net present value (NPV),
which OMB considers the standard for evaluating investments based on financial factors
[14] [26]. In the AoA framework, the NPV of recurring costs is defined as the total present
value (PV) of the recurring costs of the status quo minus the total present value of the
recurring costs of the alternative. As defined, the delta indicates the estimated operational
savings (as a positive value) or increases (as a negative value) of the costs that would have
been incurred to maintain the status quo compared to the alternative. Other common
financial metrics include internal rate of return, return on investment (ROI), benefit cost
ratio, and payback period. The ROl metric calculates the projected return generated by an
alternative for every investment dollar spent, in PV dollars. The payback period metric
calculates the cumulative generation of projected quantitative benefits over the life cycle
period relative to the cumulative costs over that same period. Unlike previously described
metrics which use PV to remove inflationary factors from the calculation, the payback
period metric is intended to identify the point in time when cumulative quantitative benefits
exceed cumulative costs from a budgetary perspective, without regard for the time value of
money.

Another metric that can be used to evaluate alternatives is the operational dollar cost per
investment dollar spent or operational cost burden. It is calculated as the ratio between NPV
of recurring costs, as defined above, and the PV investment costs for an alternative. With a
finite life cycle period, for example 10-years, a longer investment period invariably results in
a shorter duration to capture recurring costs within that 10-year timeframe. Hence,
annualized costs may be preferred for this calculation.
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Qualitative benefits analysis: Qualitative benefits also should be measured from the time the
identified benefit begins to appear through the end of the project life cycle. To effectively
measure and compare qualitative benefits across alternatives, an appropriate indicator or
variable and a corresponding unit of measurement should be defined for each of the
identified benefits. The data for the indicators may be obtained from contemporary data
collection (e.g., market data) or from historical data from similar projects, and may require
some degree of associated data analysis. After the benefits have been estimated using the
same unit of measure, they can be compared directly across viable alternatives. To evaluate
alternatives based on qualitative benefits measured with ordinal rating scales, a weighted-
score method can be used.

3) Risk Analysis: The risk analysis approach identifies the risks potentially incurred by the
viable alternatives and evaluates them from both quantitative and qualitative perspectives.

I dentify risks: Risk is defined as an uncertain event or condition that, if it occurs, may have
a positive or negative impact on project objectives such as time, cost, scope, and quality
[29]. For each viable alternative, the relevant stakeholders should identify the risks that
might impact the project and provide a clear description of the risk event. A risk that would
apply equally to all viable alternatives could be excluded from the risk analysis because this
risk would not contribute to a risk based distinction among all of the alternatives. Like
benefits, risks can be segmented into two distinctive classifications: quantitative and
qualitative. The impacts of quantitative risks are measured in financial terms. The impacts
from the qualitative risks are not translated into monetary terms, but still are linked to the
project successfully achieving its objectives.

Quantitative risk analysis: The objective of the quantitative risk analysis is to model the
uncertainty of the primary cost drivers to determine the confidence level associated with the
risk adjusted life cycle cost estimate (defined as the cost estimate of the most likely scenario
generated during the cost analysis). To introduce uncertainty in the life cycle cost model, a
probability of occurrence is assigned to each potential value that the assumption might take.
The corresponding challenge is to determine the cost impacts linked to these probable
occurrences using the currently available information for each viable alternative. The results
of these calculations are a range of potential life cycle cost estimates and their respective
probabilities of occurrence.

A mathematical approach to analyze uncertainty is a Monte Carlo simulation. In this
approach, the uncertainty in the assumptions is captured with probability distributions. The
cost model is simulated many times by random sampling of values from the probability
distributions. The outcome is a probability distribution of possible life cycle cost estimates.
An alternative to the Monte Carlo approach for recognizing and dealing with uncertainty, is
the “3 point estimate” [27]. Within program management, as well as cost estimation, this
approach is known as the Program Evaluation and Review Technique (PERT) [30] for
estimating activity durations. PERT, as a 3-point estimating technique, can be used to
incorporate a level of uncertainty in the cost estimates by calculating the weighted average
of the three cost point estimates (“best”, “worst”, and “most-likely”), using commonly
accepted probabilities of occurrence of each scenario as weights in the formula [31].
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Qualitative risk analysis: One approach for the qualitative risk analysis is to use ordinal
scales (e.g., low, medium, and high) to assess the probability of occurrence of the identified
risks and their potential impact to the project. Then, the qualitative risks are assessed for
each viable alternative by relevant project stakeholders and assigned levels for probability of
occurrence and impact. The combination of the probability and impact values can be used to
create a “risk score” to compare alternatives based on their overall qualitative risk.

2.2.3. Phase 3: Conduct Decision Analysis—The Decision Analysis phase provides a
framework to leverage the data and information generated from the previous three separate
analyses in a holistic analysis across the viable alternatives, as depicted in Figures 2-3. This
analysis comprises two steps leading to a selection of a recommended alternative: identify
and define a set of decision factors and then apply a weighted score method to evaluate the
alternatives based on the identified decision factors.

1) Identify and Define the Project Decision Factors: The first step is to identify and define
the decision factors that will be used to evaluate alternatives and select the recommended
alternative to meet the project’s objectives. These decision factors should be related to
functional and nonfunctional requirements identified by the project stakeholders. Their
definition should include specific guidance on how to evaluate an alternative against the
decision factor.

2) Evaluate the Alternatives Using a Weighted-Score Method: The second step begins
with prioritizing the decision factors by assigning them weights based on their relative need
or importance to the project’s goals and objectives. This activity requires broad participation
and concurrence from the integrated project team to validate the project priorities; thus,
minimizing bias to a singular perception or opinion. Next, each viable alternative is rated
against each decision factor according to the guidance defined in the first step. Once the
scoring for each alternative is complete across all decision factors, the alternative’s scores
are multiplied by the corresponding decision factor’s weight and then summed to produce a
weighted average score for each viable alternative. The alternative with the highest score
will be the recommended alternative.

2.2.4. Phase 4: Present Recommended Alternative—In the last phase of the AcA
framework, a recommendation for an alternative is presented to the relevant project
stakeholders who will ultimately make the final decision. In the context of the EPLC
framework, this alternative becomes the business solution to be delivered by an IT project.
The decision on the recommended alternative is a decision to include the IT project into the
agency’s portfolio of IT projects because it was judged to satisfy the business need, as
identified, defined, and described by SMEs and other stakeholders and for which there is
both an executive sponsor, who is the primary advocate for the IT project, and a viable
funding strategy [32]. Therefore, the individuals or group(s) responsible for accepting the
recommendation, or making the decision, should have the necessary understanding of the
assumptions and AoA approach that led to the recommended alternative. They need this
knowledge for proper accountability for decision making. The combination of this AcA
framework inside the EPLC framework makes full transparency achievable.
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The recommended alternative will be judged as most likely to support project success, as has
been defined throughout the AoA framework. In the US Federal government, the
recommended alternative balances and applies the decision factors in a manner consistent
with the objectives of the project and the constraints of federal wide regulations and policies
(e.g., “Cloud First), DHHS mandates and policies, and CDC procedures and best practices,
in a cost-effective manner that achieves the tradeoffs among costs, benefits, and risks
deemed most acceptable to the federal government.

3. Application to Case Study

The case study is presented and arranged to track back to each primary section and
subsection of the AoA framework, as presented above; allowing the reader to cross walk
section details with how it was applied by S3P. This cross-walk capability is especially
important and useful for understanding how “Cloud First” impacted the comparative
analyses in the AoA. The case study can serve as guide posts for future implementations of
the integrated framework approach and strengthens the authors’ model for how to
disseminate methodologies and management and control practices that promote transparency
and accountability by public sector managers for IT projects.

3.1. Pre-AoA: Assess Current Environment and Determine Future Environment
Requirements

To assess the current environment and determine the future state S3P requirements, the
project team assembled an agency-wide team of SMEs from across the functional project
areas. Through Capability Modeling sessions, the SMEs identified an initial set of
capabilities and evaluated their current value to program execution and how well the current
environment supported the execution of the capabilities (effectiveness). In following
sessions, the initial set of capabilities was refined to a total of 57, and business entities and
high level process flows also were identified.

An Enterprise Architecture review of the current IT systems and projects in CDC’s IT
portfolio was conducted to compare the capabilities identified by the SMEs, and required by
the business, to those enabled or delivered by relevant IT systems or projects in the agency’s
IT portfolio. Although the agency’s IT portfolio included more than 600 IT systems or
projects, exclusion criteria systematically winnowed the status quo environment down to six
currently operating information systems. Each of the 57 capabilities was evaluated in terms
of its business value, current support effectiveness of the status quo, and implementation
risks. Based on this analysis, the status quo environment was missing 91% of the needed
functionality to address S3P goals and objectives. This 91% gap was accepted by the project
team and Information Resources (IR) governance and was the basis for pursuing the
business case, which incorporated the AocA.

3.2. AoA Proper

3.2.1. Phase 1: Identify and Filter Alternatives for Analysis—S3P identified 11
possible On-Premise alternatives, which included the status quo, and 12 possible Cloud
alternatives (the four deployment models across the three service models). As described in
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this framework, two filters were defined and consecutively applied to the possible
alternatives: mandatory requirements and project level (functional and nonfunctional)
requirements.

The criterion for Filter 1 was the FIPS 199 Moderate security categorization assigned to the
project. At the time of this AoA, no Public Cloud alternatives were able to demonstrate
compliance with the FIPS 199 security requirements; thus, the Public and the Hybrid Cloud
deployment models were eliminated. The remaining 16 feasible alternatives, excluding the
status quo, were evaluated by the second filter.

The criteria for Filter 2 were based on the future environment requirements that were
established by the IPT. There were 16 project-level decision criteria based on 9 functional
and 7 non-functional requirements. Only the Private Cloud deployment model produced
viable Cloud service model alternatives (7.¢e., SaaS, PaaS and laaS). The On Premise
alternatives, except for the status quo, were evaluated against each of the project level
decision criteria and then ranked based on their aggregated weighted scores. The outputs of
Filter 2 were six viable alternatives: the status quo, two On-Premise alternatives, and three
Private Cloud alternatives.

The PaaS and laaS Private Cloud alternatives required a special consideration for how the
solution would be obtained, which increased the viable Cloud alternatives to five: one SaaS,
two PaaS, and two laaS alternatives.

The final set of viable alternatives included the status quo plus seven new alternatives, as
depicted in Table 2. Further market research on the seven new alternatives provided the
sufficient information to perform the cost, benefit, and risk analysis in the subsequent phase
of the AoA framework.

3.2.2. Phase 2: Conduct Cost, Benefit, and Risk Analysis of All Viable
Alternatives—S3P conducted cost, benefit, and risk analyses on the final viable
alternatives (cf. Table 2) that emerged from the phase titled “Identify and Filter Alternatives
for Analysis” (cf. Figure 2).

1) Cost Analysis: For the life cycle cost estimation, cost elements for products and services
were grouped in three time related phases: a) investment, b) operations and maintenance,
and c) transition costs. General assumptions included the project management structure,
inflation rate, and government salary costs. Specific assumptions developed for each viable
alternative included the time frames for each EPLC phase, the level of software application
customization, and the number of contractor hours. All assumptions and ground rules were
reviewed by the S3P IPT and the Critical Partners (CPs) and approved by the project
leadership. S3P estimated the range, defined by the lower bound (/.¢e., “best-case™), upper
bound (/.e., “worst-case”) and risk-adjusted (/.e., “most-likely case”) estimates, of PV 10-
year life cycle costs for each viable alternative.

The PV lower bound 10 year life cycle cost estimate for the SaaS Private Cloud alternative
was the least costly, followed by the SIPS On-Premise alternative; the most expensive PV
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lower bound cost estimates occurred for the custom developed applications in the PaaS and
laaS Private Cloud environments.

The following conclusions were drawn during the cost (sensitivity) analysis: the largest cost
driver was the time component of labor costs. Since labor costs involve duration of effort, or
time, the overall life cycle costs were reflective of the total amount of time estimated to
deliver the solution, and the greater the degree of customization, the greater the development
and integration costs. The third impact on labor costs was requirements specificity: more
loosely defined (and accepted) requirements introduce more uncertainty into cost estimating
compared to modeling based on requirements that are well understood and amenable to the
cost estimation method.

2) Benefit Analysis: S3P identified and analyzed both quantitative and qualitative benefits
for all viable alternatives. To determine if any system savings existed, the O&M costs of the
status quo was compared to the O&M costs of each of the other viable alternatives. This
comparison indicated that none of the viable alternatives generated savings, even accounting
for various O&M durations within the 10 year life cycle cost estimate: the status quo O&M
costs were approximately an order of magnitude less than any of the O&M costs of any
alternative. The operational cost per investment dollar was analyzed without annualizing it.
The smallest cost burden was observed for the SaaS Private Cloud alternative, as the O&M
component of the recurring costs—regardless of upper, lower, or risk adjusted—was the
least among all of the alternatives. Overall, the operational cost burden of the Cloud
alternatives was less than the On Premise alternatives, but remember that this ratio obscures
the actual magnitudes of the numbers forming the ratio, indicating the importance of
multiple types of analyses for recommending the alternative to carry forward.

A total of ten qualitative benefits were identified from three sources: key benefits identified
across alternatives, qualitative benefits captured within the project critical success factors
(CSFs), and benefits determined by the S3P IPT/CPs. As depicted in Table 3, each benefit
was assigned an importance value (or weight) of Minimal (1), Moderate (2), Moderate/High
(3) or High (4). After assessing each alternative against each benefit, the overall capability of
each of the Cloud solutions (weighted average range: 9.0 — 10.0) was judged to be superior
compared to the On Premise solutions (weighted average range: 8.6 — 8.9).

3) Risk Analysis: S3P identified potential risks areas and assessed them from a quantitative
or qualitative perspective. In the quantitative risk analysis, the objective was to assess how
well the risk adjusted life cycle cost estimates captured the uncertainty associated with the
risk factors. The outcomes of the Monte Carlo simulations were that the risk-adjusted life
cycle costs for the On-Premise SIPS alternative were associated with the highest level of
confidence of 91%, followed by the PaaS Custom Build alternative at 80.2%. The
alternatives with the lowest level of confidence in their risk-adjusted cost estimates were the
laaS Custom Build, laaS SIPS, and On Premise Custom Build alternatives at 20.7%, 27.4%
and 44.6% confidence levels, respectively.

The following identified risk areas were assumed to have no direct financial impact on the
project and therefore addressed through a qualitative risk analysis:
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Overall Project Failure: The risk of the solution ultimately becoming *“unim-
plementable”.

Information System Security: The risk of increased level of effort needed to
ensure that the information system security requirements are met.

Stakeholder/Business Owner: The risk of weak, ineffective, or waning
stakeholder buy-in and commitment through the Operations and Maintenance
phase.

Technology: The risk that the rapid evolution of technology can create for S3P.

Compliance: The risk that the solution would not be able to satisfy the S3P
mandatory requirements.

For each identified risk area, the combination of impact and probability generated a risk
score for each alternative. Based on this analysis, the On-Premise SIPS alternative scored the
lowest overall qualitative risk, followed by the On-Premise Custom Build option. On the
other side of the spectrum, the Cloud alternatives scored the highest overall qualitative risk.

3.2.3. Phase 3: Conduct Decision Analysis—Under the S3P AoA Decision Analysis
framework, the S3P IPT identified six decision factors, weighted as depicted in Table 4, to
evaluate the viable alternatives, as reviewed below.

1)

2)

3)

4)

Ability to meet critical success factors: The functional and nonfunctional CSFs
were used to establish the viable alternatives during Step 2 (Filter 2) of
“Filtering for Viable Alternatives”. This decision factor was the second most
important factor identified by the project team. Apart from the status quo, each
of the viable alternatives was confirmed to be able to successfully meet all of the
CSFs and was assigned a High score (4).

Number of years in planning through implementation EPLC phases: Under the
AO0A, the cost analysis captured a 10-year life cycle comprised of different times
in EPLC Planning through Implementation phases, or the investment period, and
then the O&M phase. Each viable alternative was ranked based on the duration
of the investment period. The shortest investment period was estimated for On-
Premise SIPS and was assigned a Moderate/High score (3). The On-Premise
Custom Build was assigned a score of 2. All Cloud alternatives received the Low
score (1).

Total present value risk-adjusted life cycle costs: The total present value risk-
adjusted life cycle costs for each alternative were scored. This cost was the least
for the status quo, scored a 4, followed by the two On Premise alternatives of
SIPS and Custom Build of 3 and 2 respectively. The Cloud alternatives were the
most costly.

Qualitative risks: Qualitative risks were the most important in the decision
analysis process. Qualitative risks were deemed most favorable (High or 4) for
the On-Premise SIPS alternative, followed by the On Premise Custom Build
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alternative at Moderate/High (3), and then least favorable (Low or 1) for all of
the Cloud alternatives.

5) Qualitative benefits: Qualitative benefits scores were tightly bunched among all
of the alternatives, save for the status quo and the laaS alternatives. Each of the
On Premise SIPS and SaaS alternatives were judged to deliver the greatest
collection of benefits. The On Premise Custom Build and remaining Cloud
alternatives were approximately of similar benefit.

6) Confidence level of total PV risk-adjusted life cycle costs: The uncertainty
analysis within the Risk Analysis calculates a level of confidence indicating the
degree to which the risk-adjusted cost estimate captured the impact of identified
risks within the cost analysis. The On-Premise SIPS alternative was assigned a
High score (4), followed by the two PaaS alternatives each with a score of 3
(80th — 89th percentile). The cumulative probability distributions associated with
the risk adjusted costs for the other alternatives were below the 69th percentile
and assigned the Low (1) score.

3.2.4. Phase 4: Present Recommended Alternative—The work of the entire AoA is
encapsulated in Table 5 as a single deliverable that packages together and displays the
objective of this framework: to systematically examine the included viable alternatives as
potential business solutions to meet the business need in order to provide a recommended
alternative for IR governance to accept, which in turn will lead to an IT project to deliver the
recommended alternative as the business solution. In the S3P case study, the overall
weighted score for the On-Premise SIPS alternative was observed to be distinctly different
from the other viable alternatives. The primary decision factor accounting for this difference
was the qualitative risks. Qualitative risks have the potential to derail a project and were
judged to be the most important factor for decision making. Because the S3P AoA was
conducted during 2011, when the US Federal government was only on the cusp of
implementing the “Cloud First” policy, SMEs and stakeholders determined that risks such as
overall project failure, information system security, long running stakeholder participation
and commitment, hype cycle impact on technology enthusiasm, and achieving compliance
with all mandatory requirements would be less risky with an On Premise deployment. The
second distinguishing factor in Table 5 is the cost: not only was the SIPS solution less
costly, but there was more confidence in the cost estimate. Thus, the S3P project team
recommends the On-Premise SIPS alternative to IR governance at the stage gate review for
the Concept phase of the EPLC framework.

4. Discussion

The purpose of this paper was to illustrate a framework for completing an AoA for an IT
project in support of an information system strategy. We used an IT project in an operating
division of DHHS to illustrate how to answer the questions of 1) what is the recommended
alternative; and 2) should the recommended alternative be based on cloud computing. Of
particular interest in the case study was the application of the AoA framework when Cloud
computing alternatives were included among the viable alternatives. The integration of the
two frameworks offered a roadmap beyond impediments to how to formulate an actual

Int J Commun Netw Syst Sci. Author manuscript; available in PMC 2018 September 19.



1duosnuen Joyiny 1duosnuey Joyiny 1duosnuen Joyiny

1duosnuep Joyiny

Espinoza et al.

Page 17

selection decision that could lead to a Cloud computing implementation. The case study
illustrated the integration of these two frameworks and resulted in a defensible position with
regard to the “Cloud First” policy for the recommended alternative. Importantly, and in
addition, the AoA framework was careful to emphasize and note that the decision for the
recommended alternative is far removed from just a cost focus, and in fact, should be based
on and represent the priorities and points of view of the IPT for the benefits to be realized
and risks to be managed for the delivery of the recommended alternative as the business
solution. This paper illustrated how the combination of the AoA and EPLC frameworks
makes it possible to achieve these objectives while meeting all federal requirements for
benefit-cost analysis [14], budget preparation [15], and conforming to best practices for cost
estimation and assessment [27].

This paper articulates the EPLC framework established by policy [2] [3] with a set of four
process, as depicted in Figure 2 and developed further in Figure 3. This set of four
processes comprises the AoA Proper section of the entire AoA framework. An important
contribution of this articulation is the establishment of the eventual set of viable alternatives
based on project objectives and subsequent capabilities (in the Pre-AoA section) required by
SMEs who will be using the implemented solution. The time phased articulation with the
EPLC framework both during the Concept as well as O&M phases is an important
distinction and difference versus the AoA framework as a standalone effort. This time
phased articulation enriches both frameworks by bringing techniques and outputs from one
to bear upon the other.

As noted above, the AoA framework described in this paper is the logical organization of
actions producing value to the project as the recommended and defensible path forward.
This value arises from not conducting the analysis as a separate, standalone effort, but as a
work stream integrated and articulated with the overall project work. This view of the AoA
framework in the context of the project purpose and the impact of environmental factors,
such as “Cloud First”, is a unique aspect and contribution of this work and can provide
practitioners with techniques for project management in the federal government context.

The AoA framework was architected to operate within a US Federal government framework
for IT projects, or the EPLC framework, and this integration was illustrated with a case
study that was enriched with the impact of the “Cloud First” policy. The authors’ interest is
not to promote Cloud computing or investigate barriers to its adoption [17] [18] [19]. Rather,
the emphasis on integration makes it possible to systematically identify, compare, and
evaluate any IT alternative so that project success is optimized and the information system
strategy achieved. For example, among the comparative criteria might be “usefulness” and
“ease of use”, and the integrated framework approach, which accommodates project level
preferences via tailoring, welcomes the injection of any relevant criteria that will foster
project success. In the case study, the above two barriers to adoption were elements of the
S3P qualitative benefits and CSFs (see Tables 3-4). This overarching objective of the
integrated framework is in accordance with GAO findings [8] and Keys to Success [34].
Understanding that these frameworks are molded around the business need and project
objectives indicates that the frameworks are usable whenever there is a need to
systematically and defensibly arrive at a recommendation for a path forward.
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Although the “Cloud First” policy appeared on the horizon of the US Federal government
within the recent decade (/.¢e., circa 2011), authors with a historical view of Cloud computing
point out that it might be more accurate to view Cloud computing as an evolution to its
current state rather than as a computing model with a clear, trigger event ([35], p. 12-13),
because Cloud computing “is based on ... many old and [a] few new concepts” ([36], p. 1).
The specific new concepts applicable to “Cloud First” are based on delivering computing
services and technologies matched to acute and/or dynamic thresholds of need types
established by the user of the services and technologies as provided by Cloud computing
[20] [33]. The concept of a Cloud computing taxonomy is useful because it informs or even
specifically identifies Cloud alternatives in an IT AoA. EPLC is not a collection of decision
frameworks, but it is marked by a series of “Go No-Go” governance decisions at phase
boundaries, as indicated by the triangles and diamonds in Figure 1. Systematic approaches
for developing recommendations for a governance decision often occur throughout the
EPLC framework, as required by the project and its stakeholders, and invariably compare the
costs, benefits, and risks associated with a set of choices or alternatives. This paper
formalizes the systematic integration of a sub work stream, the AoA, into the overall project
management effort. The case study brings AoA details to a greater understanding via the
application and illustration of analyses with actual evidence and data.

The “Cloud First” policy says that if the Cloud alternative is secure, reliable, and cost
effective, then it must be the recommended alternative for delivering the IT product. The
“Cloud First” policy is an information system strategy of the US Federal government.
Government guidance, following and flowing from “Cloud First”, appeared in 2012 as the
Federal Data Center Consolidation Initiative (FDCCI) [37]. More recently, FDCCI was
targeted for special monitoring in 2015 [38] under the implementation of the Federal
Information Technology Acquisition Reform Act (FITARA) of 2014 [39]. As noted at
beginning of this paper, efficient use and stewardship of public funds was a fundamental
driver of the policy and the subsequent codification in FITARA. One of the early steps in the
achievement of the goals set out by this information system strategy is the capability to make
the defensible decision for how to deploy the technical solution. Our paper brings together
the essential frameworks for how to arrive at the necessary and required defensible decision.

In terms of arriving at the defensible decision for the S3P solution deployment, the AoA
framework allowed S3P specifically to address each of these decision making criteria. The
first filter in the framework, for the application of mandatory requirements, made it possible
to ensure that federal information security requirements would be met by all alternatives
passing through this filter. As reviewed and accepted by S3P Critical Partners, the Private
Cloud deployment model was capable of meeting FIPS 199 processing standards, and, thus,
the three service models within the Private Cloud deployment model became viable
candidates. The “Cloud First” criterion of reliability was contained with the project level
criteria, and as documented in the S3P case study, the three Cloud service models met it.
However, as shared in Table 5, the Cloud alternatives were not judged to be cost-effective,
as defined via the decision factor analysis. Thus, the S3P AoA was completed and guided by
the “Cloud First” policy, but the evidence led to an On Premise recommendation, as guided
by the “Cloud First” decision criteria.
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The “Cloud First” policy arrived after and also had a context with Transparency and Open
Government [40]. To achieve the objective of open government, the Administration sought
to establish a system of “transparency, public participation, and collaboration”. “Cloud First”
also sought to promote public participation and collaboration with the US Federal
government in order to achieve the Cloud benefits enumerated in the policy. Inherently,
transparency, public participation, and collaboration can strengthen accountability. While the
technical aspects of the AoA framework provide practices and methods that can deliver a
defensible recommendation, broad, collaborative participation within a government agency
yields transparency and accountability for use of public funds, which in this case was for a
project designed to provide public health and safety services to its citizens. As a matter of
accountability, direction should be subject to evaluation. Not only does “Cloud First”
represent a direction, but so does pursuing the recommended alternative (from the AoA
framework) as the solution to meet the business need.

5. Conclusion

To summarize, the implementation of an AoA framework within the context of federal IT
project management was presented in this paper. The AoA EPLC integration is a coupling of
methodology with management and control practices that can promote transparency and
accountability by public sector managers for IT projects. This AoA framework is adaptable
and extensible. The AoA framework makes it possible to respond to pressures from a variety
of environmental factors, such as driven by federal regulations and policies or a technology
hype cycle [41], with defensible conclusions. The incorporation of “Cloud First”
demonstrated the capability of the AoA EPLC integration to meet a new federal government
direction as an information system strategy. The AoA framework also provides a starting
point for evaluative research because the framework systematically addresses and documents
the steps taken by public sector managers to arrive at the AoA objective. An evaluative
commitment, made possible by the framework, ultimately shapes and drives performance by
the nature of accountability. Thus, a value of this AoA is that it underpins defensible IT
project management.
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Figure 1.
CDC adaptation of the DHHS EPLC framework [3].
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The AoA framework for conducting an analysis of alternatives within the Initiation and
Concept phases of the EPLC framework.
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Phase 3:
Conduct

Decision
Analysis

Phase 4:
Present
Recommended
Alternative

Note: Each viable alternative is evaluated in terms of its costs, benefits, and risks. The output of the cost analysis is the Life Cycle Cost of each viable alternative for each of the three scenarios:

“best-case”, “most-likely”, and “worst-case”. These three values serve as inputs for the quantitative section of both the benefit and the risk analyses. The outputs of the cost, benefit, and risk analyses
are inputs for the next phase, “Phase 3: Conduct Decision Analysis.” Broken lines (---) in the “Risk Analysis” box indicate that the inputs and activities are conditional upon the availability of simulation

software.

the AoA framework.
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Cloud computing terminology.

Page 25

Table 1.

Service Models Applicationa Infrastructureb
SaaS Access Only No Control
PaaS Access, Develop, Deploy, Control No Control
laaS Access, Develop, Deploy, Control Limited Control of OS/Storage/Network components

Deployment Models

Consumer

Provider® Locationd

Private

Community

Public
Hybrid

Single Organization

Group of Organizations

General Public

Any Mixture of the Above

Consumer Organization or Non-Consumer Organization or On/Off-Premise

Both
Consumer Organization(s) or Non-Consumer Organization(s) 3 .
or Both On/Off-Premise
Non-Consumer Organization Off-Premise
Any Mixture of the Above On/Off-Premise

Note. Adapted from The NIST Definition of Cloud Computing ([24], p. 2-3).

a T ) N . .
Application is defined as the end-user software functionality provisioned via the Cloud platform.

Infrastructure is defined as the underlying IT components, software and hardware, that support the essential characteristics of Cloud computing.

A provider is defined as an entity making available the essential characteristics of Cloud computing to a consumer organization.

On-Premise is a computing model, Cloud or not, that deploys locally at the consumer organization. Off-Premise is a computing model, Cloud or
not, that deploys remotely from the consumer organization.

Int J Commun Netw Syst Sci. Author manuscript; available in PMC 2018 September 19.
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Table 2.

S3P alternatives that were identified as possible, feasible, and viable for the AcA.

Page 26

Possible Alternatives

Feasible Alternatives

Viable Alternatives

Final Viable Alternatives

Solution Delivery Framework How®
SQ Ind Ind Ind Ind
uUsQ Ind & Int Ind & Int
COTS Ind & Int Ind & Int
. a GOTS Ind & Int Ind & Int
On-Premise ™ (Non-Cloud)
SIPS Ind & Int Ind & Int Int Int
CB Ind & Int Ind & Int Int Int
11 11 3 3
Private, Community, - - ; .
SaaS Public, Hybrid Private, Community Private Private (COTS))
Private, Community, . . . Private (SIPS), Private
Paas Public, Hybrid Private, Community Private CB
. b, Private, Community, . . . Private (SIPS), Private
Off-Premise (Cloud”) laaS Public, Hybrid Private, Community Private (CB)
12 6 3 5
Total 23 17 6 8

Note. SQ = Status Quo. USQ = Updated Status Quo. COTS = Commercial Off-The-Shelf. GOTS = Government Off-The-Shelf. SIPS = Suite of
Integrated Products and Services. CB = Custom Build. Individual (Ind) is defined as a solution of various components or vendor products that may
have integration points but each of these components or products operates independently. Integrated (Int) is defined as a solution of various
components or vendor products that are fully integrated and operate as a “single” cohesive unit as viewed by the end user.

a . - ) . o
On-Premise Computing is defined as a computing model, Cloud or not, that deploys locally at the consumer organization.

bCIoud Computing delivers computing services and technologies matched to acute and/or dynamic thresholds of need types established by the user

of the services and technologies [33].

“How” the solution will be obtained is described in the subsection “Identify Possible Alternatives.”
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Table 3.

Ten benefits assessed for each viable alternative.

Qualitative Benefit

Importance Value

Ability to leverage “best in breed” across core functional areas

Ability to migrate seamlessly to a Cloud environment
Ability to incorporate changes/flexible architecture
Ability to provide a single vendor to manage the entire solution
Ability to rapidly increase capacity
Ability to eliminate and/or reduces hardware ownership and maintenance
Ability that the solution is a “perfect fit” to the S3P scope
Ability to provide functionality where market lacks presence

Ability for the infrastructure to be “solution-agnostic”

Ability to retain level of control of system environment

High
Moderate
High
Moderate
Minimal
High
High
High
Minimal

High

Int J Commun Netw Syst Sci. Author manuscript; available in PMC 2018 September 19.
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Table 4.

Six decision factors and weights for the arriving at the recommended alternative in the decision analysis.

Decision Factor Weight (%)
Ability to meet critical success factors 25
Number of years in planning through Implementation EPLC phases 10
Total risk-adjusted PV life cycle costs 15
Qualitative risks 30
Qualitative benefits 10
Confidence level of risk-adjusted cost 10
Summed weights 100

Int J Commun Netw Syst Sci. Author manuscript; available in PMC 2018 September 19.
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Table 5.

The S3P case study to illustrate the decision analysis.

Page 29

On-Premise (Non-Cloud)

Off-Premise (Private Clouda)

Decision Factor Weight (%) SQ SIPS CB SaaSCOTS PaaSSIPS PaaSCB PaaSCB laaSCB

Ability to meet critical success 25 025 100 100 1.00 1.00 1.00 1.00 1.00
actors
Number of years in planning

e o 10 NA 030 020 0.10 0.10 0.10 0.10 0.10
Total PV ”Skfggtfted life cycle 15 060 060 030 0.60 0.45 0.15 0.45 0.15
Qualitative risks 30 NA 120 090 0.30 0.30 0.30 0.30 0.30
Qualitative benefits 10 010 040 030 0.40 0.40 0.40 0.40 0.40
Confidence 'e‘f(:s‘;f risk-adjusted 10 NA 030 0.0 0.10 0.20 0.30 0.10 0.10
Weighted scores 100 095 380 280 2.50 2.45 2.25 2.35 2.05

Note. NA = Not Applicable. SQ = Status Quo. SIPS = Suite of Integrated Products and Services. CB = Custom Build. COTS = Commercial Off-
The-Shelf. Cell values are weighted scores. Larger values are more favorable.

a . .
See Table 1 for explanation of Cloud service models.
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