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Abstract

The increasing use of robots in performing tasks alongside or together with human coworkers raises novel occupational safety and health issues. The new 21\textsuperscript{st} century workplace will be one in which occupational robotics plays an increasing role. This paper describes the increasing complexity of robots and proposes a number of recommendations for the practice of safe occupational robotics.
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INTRODUCTION

Robots are used in increasing numbers in the workplace and in society in general. As their capabilities increase, there is interest in ensuring that the rise of robots will not spell “doom for humanity”.\textsuperscript{(1)} However, a more immediate and pressing need is to ensure that the increasing deployment of robot workers does not bring new risks for human workers. This is further emphasized by continuing headlines about workers injured or killed by robots.\textsuperscript{(2)} In his 1942 story “Runaround,” Isaac Asimov set out three laws of robotics. The three laws were quoted as being from the “Handbook of Robotics, 56\textsuperscript{th} Edition, 2058 A.D.”\textsuperscript{(3)} Of importance for occupational safety is the first law, “a robot may not injure a human being or, through inaction, allow a human being to come to harm.” How well is Asimov’s first law of robotics being applied as robots take on more tasks in the 21\textsuperscript{st} century workplace?

The term “robot” first appeared in a science fiction play “R.U.R.” by Karel Čapek in 1920.\textsuperscript{(4)} The word “robot” has a common root in Slavic languages. It originates from an Old Church Slavonic word, “robata,” which means “servitude”,\textsuperscript{(5)} and now means “work” in many modern Slavic languages. In the play, this term refers to artificial “people” who were
created to perform work for humans. Today, the term robot is generally used to describe a machine which is programmable by computer algorithms to perform simple and complex tasks, and, in some cases, is capable of modifying tasks in response to changes in the robot’s external environment. This latter capability distinguishes robots from automated machines.

The complexity of tasks performed by robots, and the degree of their autonomy and self-learning capabilities, have been steadily increasing since the creation of the first industrial robot in 1937.\(^{(6)}\) Presently, there are three categories of robots: (1) industrial robots; (2) professional and personal service robots; and (3) collaborative robots. A new, and largely experimental category of robot workers is emerging, called managerial robots.

The initial wave of industrial robots were introduced in the 1970s when they began to be used in the manufacturing sector for assembling automobiles. The second robot wave took off at the turn of the 21\(^{st}\) century with the introduction of service robots. It was facilitated by the increasing autonomy and sensory capabilities of robots coupled with decreasing cost and size of microprocessor controllers, which led to the development of mobile robots capable of autonomous operation in unfamiliar environments such as disaster zones (“drones”). With the availability of relatively inexpensive collaborative robots capable of working in direct contact with people, we are now entering the third robot wave where robotic workers operate alongside human workers and symbiotic workers, i.e., human workers equipped with performance-enhancing robotic devices such as robotic exoskeletons and other capacity-enhancing prostheses.

As more robots, especially those who are mobile, come into direct contact with workers, concerns about the safety profile of the worker-robot interaction space has increased. Historically, human workers are the first to experience the adverse effects of any new technology. In addition, the duration of human workers’ exposure to new technologies is often greater than is that in the general population. In this paper, we describe approaches and recommendations to ensuring human worker safety in the new 21\(^{st}\) century workplace where both human and robot workers can be found.

**DISCUSSION**

**Industrial Robots**

The International Organization for Standardization (ISO) defines industrial robot as “an automatically controlled, reprogrammable, multipurpose manipulator, programmable in three or more axes, which can be either fixed in place or mobile for use in industrial automation applications”.\(^{(7)}\) Industrial robots are characterized by high strength, endurance and precision and are widely used for welding, painting, assembling, moving, and testing.

The International Federation of Robotics (IFR) publishes statistics of robot installation around the world.\(^{(8)}\) According to IFR, industrial robot sales increased by 29% to 229,261 units in 2014 compared to 2013 and the average robot sales increase between 2010 and 2014 was 17% per year (see Figure 1). Sales of industrial robots to the automotive and the electrical/electronics industry contributed most to the growth in 2014 (see Figure 2). China leads the robot market with a share of 25% of the total supply in 2014. About 70% of the
total robot sales in 2014 were in China, Japan, the United States, the Republic of Korea and Germany.\(^8\)

Most of industrial robots are unaware of their surroundings, therefore, they can be dangerous to people. Industrial robots can pose several types of hazards based on their origin: (1) mechanical hazards such as those arising from unintended and unexpected movements or release of tools; (2) electrical hazards such as contacts with live parts or connections or exposure to arc flash; (3) thermal hazards such as those associated with hot surfaces or exposure to extreme temperatures; 4) noise hazards; and (5) other hazards such as vibration, radiation, and chemicals.\(^9\)

There are two main categories of worker injuries from working around industrial robots—those due to engineering errors and human errors. Engineering errors include errors in the robot’s mechanics (e.g., loose connections across parts, faulty electronics), errors made by the controller (e.g., programming bugs, faulty algorithm). As a consequence, robots might, for example, fail to stop, or a robot arm might achieve high, uncontrolled speed, abrupt motion or acceleration.\(^10\) Human sources of injuries such as errors in programming, interfacing peripheral equipment, connecting input/output sensors, can all result in unpredicted movement or action by the robot which can result in personnel injury or equipment breakage. Human errors in judgment result frequently from incorrectly activating the teach pendant or control panel. The greatest human judgment error results from becoming so familiar with the robot’s redundant motions that personnel are too trusting in assuming the nature of these motions and place themselves in hazardous positions while programming or performing maintenance within the robot’s work zone.\(^11\)

There are few reports detailing incidents involving robots. A widely cited 1987 report analyzed 32 reported cases of robot incidents.\(^12\) Reported findings indicate that line workers (23 cases) are at greatest risk, followed by maintenance workers (6 cases) and programmers (3 cases). Pinch-point injuries accounted for 56% of all injury events, while impact injuries accounted for 44%. Most injuries were caused by poor workplace design (20 of 32 injury events) and human error (13 of 32 injury events).

The main approach to the industrial robot safety is maintenance of a safe distance between human workers and operating robots through the creation of “guarded areas.” Worker entrance into the safe guarded area would require a shutdown of the robot. Shutdown of one robot for safety reasons, in an assembly line of robots, can impair productivity and may be a disincentive to achieving the highest level of safety for the human worker.

More detailed recommendations regarding the design of industrial robotic systems, the training of workers, and their supervision can be found in the NIOSH publication, “Preventing the Injury of Workers by Robots.”\(^13\) For the design of industrial robotic systems, NIOSH recommended that robotic systems include: (1) physical barriers that incorporate gates with electrical interlocks and backup sensors stopping robots when the gate is open; (2) barriers between robotic equipment and any freestanding objects to eliminate pinch points; (3) adequate clearance distances around all moving components of the robot; (4) remote diagnostic equipment; (5) adequate illumination around the robot.
working area; and (6) clearly visible marks on working surfaces or floors that indicate the 
zones of maximum robot movement. Safety training and refresher courses specific to the 
particular robot in question should be provided to human workers who will be programming, 
operating, or maintaining robot workers. Supervisors should ensure that workers do not 
enter the operational area of a robot without first putting the robot on “hold,” in a “power 
down” condition, or at a reduced operating speed mode, and ensure that workers doing 
automated tasks are closely supervised (e.g., video monitored).

There are several reasons why human workers enter robot worker operating areas such as to 
set up a job, to re-program the robot, to inspect the robot operational system, or for routine 
maintenance. The injuries which have occurred to human workers have happened most 
frequently when corrective maintenance was being done. NIOSH technical report, “Safe 
Maintenance Guidelines for Robotic Workstations,” describes approaches for preventing 
injury due to unexpected or unintended robot motion to workers whose job is to correct 
problems with the normal operation of robotized industrial systems. One recommended 
systematic approach to selecting safeguards and setting safety procedures is the Structured 
Analysis and Design Technique (SADT). This is a general problem-solving tool relying on a 
box-and-arrow diagramming methodology for organizing and analysis of complex problems. 
In SADT the analysis of any robot worker problem, such as achieving the goal of robot 
maintenance intervention without human worker injury, is carried out according to a 
descending, modular, hierarchic, and structured logic. SADT models include both objects 
(documents, products, information, and data) and activities (performed by people, machines, 
or programs).

The American National Standards Institute (ANSI) and the U.S.-based Robotics Industry 
Association (RIA) published the first robotic safety standard for industrial robots in 1986 as 
ANSI/RIA R15.06 “American National Standard for Industrial Robots and Robot Systems – 
Safety requirements.” Major international standards for robots are developed by the ISO 
Technical Committee (TC) 184 (Automation systems and integration) Sub-Committee (SC) 
2 on Robots and robotic devices. Under this subcommittee, three working groups (WG) 
develop standards on the safety of robots: (1) Working Group 3 (WG3), Industrial Safety; 
(2) Working Group 7 (WG7), Personal Care Robot Safety; and (3) Joint Working Group 9 
(JWG9), Safety for Medical Devices using Robotic Technology.

Sub-Committee 2 has published a standard (in two parts) dealing with the safety of 
industrial robots: (1) ISO 10218-1:2011 “Safety requirements for industrial robots -- Part 1: 
Robots;” and (2) ISO 10218-2:2011 “Safety requirements for industrial robots -- Part 2: 
Robot systems and integration.” These standards originate from a standard developed by 
RIA and published in 1999 by ANSI as ANSI/RIA R15.06 “Safety of Robots, Integration of 
Robots, Robot Systems, Robot Cells.” The ANSI/RIA R15.06 was updated in 2012 as 
“Industrial Robots and Robot Systems- Safety Requirements” to include robot collaboration 
(see discussion in chapter Collaborative Robots).

Despite improvements in the safety of industrial robots, injuries and fatalities caused by 
industrial robots still occur. Most recently, a German newspaper (Hessische/ 
Niedersächsische Allgemeine, HNA) reported that a worker, an employee of a third-party
contractor, was killed while installing an industrial robot at a Volkswagen assembly line on June 30, 2015 in Baunatal, Germany.\textsuperscript{(19)} The robot gripped and pressed him up against a metal plate, crushing his chest. Despite efforts to revive him, the worker later died at a hospital.\textsuperscript{(2)} It is unclear whether this fatality was caused by engineering error or human error. This case and others of workplace incidents involving industrial robots suggest that additional redundancies in the safety mechanisms of industrial robots may be warranted.

**Professional (and Personal) Service Robots**

The ISO defines a service robot as one that performs useful tasks for humans or equipment excluding industrial automation applications. Professional service robots are further differentiated as a service robot used for commercial tasks, usually operated by a properly trained operator,\textsuperscript{(7)} while personal service robots are used for non-commercial tasks. Similar to industrial robots, professional service robots manipulate and navigate their physical environments. However, unlike industrial robots, professional service robots operate mostly outside industrial settings in unstructured and highly unpredictable environments without people such as disaster areas or with people present such as hospitals. Professional service robots introduced in the initial wave are also commonly referred to as “drones.”

According to the IFR, from 1998 to 2014 about 172,000 service robots for professional use were sold.\textsuperscript{(20)} In 2014 the total number of professional service robots increased by 11.5\% to 24,207 compared to 2013, demonstrating the accelerating rate of increase in professional service robot sales. However, just a few main application areas make up most of the sales volume. With about 11,000 units, service robots in defense applications accounted for 45\% of the total number of service robots for professional use sold in 2014. Other professional service robots by application areas include agriculture/field (24\%), logistic systems (11\%), medical/healthcare (5\%), and mobile platforms (7\%) (Figures 3 and 4).

Physical proximity between professional service robots and human workers are much more common than between industrial robots and workers since they often share the same workspace. Therefore, worker isolation from the professional service robot is no longer an option as the main safety approach. Furthermore, more complex environments in which professional service robots must operate dictate much higher degree of autonomy and mobility afforded to professional service robots. This autonomous and mobile behavior can result in dangerous situations for workers. Therefore robot designers must consider physical, social and ethical implications of such autonomy.\textsuperscript{(21)} For example, people seem to perceive autonomous robots, especially those with “humanoid” features, differently than they do with most other computer technologies. People tend to “over-attribute” to such robots more human-like qualities and capabilities than they actually have\textsuperscript{(22)} and commonly give them human-type names.\textsuperscript{(23)}

Professional service robots such as tele-operated robots commonly interact unidirectionally with their human operators. In this mode of interaction, the operator controls the robot which sends back information about its environment and its task.\textsuperscript{(24)} For such professional service robots their interaction with workers is very limited and inactivation of robot for servicing can be used to minimize risks during maintenance. Most of professional and personal service robots operating autonomously are equipped with collision detection and
avoidance systems,\(^{(25)}\) which reduce the possibility of a harmful physical contact during unplanned encounters with human workers. Other approaches to minimizing risks of service robots are reducing their weight, size and operating speeds and forces. However, these approaches cannot completely eliminate collisions and other methods for improving safety are necessary.\(^{(26)}\) In addition to engineering and human sources of injuries, adverse environmental factors such as extreme temperature, poor sensing in difficult weather or lightning conditions can lead to incorrect response by service robots and can be a source of injury.\(^{(10)}\) Yet, despite the proliferation of safety concerns involving service robot workers in the same workplace as human workers, no international standards have been developed to address human worker safety in maintaining or operating professional and personal service robots.

**Collaborative Robots**

The ISO has defined a collaborative robot as “a robot designed for direct interaction with a human”.\(^{(7)}\) Depending on the application area, collaborative robots could be any of the three types of robots described previously, industrial, professional, or personal service robot. For example, the ISO Draft Technical Specification (DTS) 15066 “Safety requirements for industrial robots -- Collaborative operation” defines industrial collaborative robots as operating within a defined collaborative workspace, where the collaborative workspace is defined as a workspace within a safeguarded space where the robot and a human worker can perform tasks simultaneously during production operation.

Collaborative robots strive to combine the dexterity, flexibility and problem-solving skills of human workers with the strength, endurance and precision of a mechanical robots. In 2007, Pilz GmbH & Company launched a multi-camera computer system that monitors the area surrounding robots and adjusts their behavior accordingly. The system, called SafetyEYE, allows a robot to perform tasks without sectioning off the entire area from human workers. Thus, this system allows robots to perform their tasks collaboratively with human workers in the same workspace. A robot equipped with such a system can move around freely, but can slow its movements if a worker approaches or, if the robot gets too close to the human worker, stop altogether without disrupting activities of the entire workspace.\(^{(27)}\)

In 2009, Universal Robots of Denmark launched the UR5 collaborative robot, initially available on the Danish and German markets only.\(^{(28)}\) In 2011, a first humanoid collaborative robot, R2B, was launched into space to work alongside astronauts and cosmonauts on board of the International Space Station.\(^{(29)}\) By 2012, several car manufacturers deployed collaborative robots on their assembly lines. For example, in December 2012, German carmaker BMW introduced a slow-moving collaborative robot in its factory in Spartanburg, South Carolina, which co-operates along with a human worker to insulate and water-seal vehicle doors.\(^{(27)}\) The robot spreads out and glues down material that is held in place by the human worker’s more agile fingers.

A new field of collaborative robotics is managerial robotics. Instead of being relegated to mundane, repetitive, and precise job tasks, researchers are increasingly wondering if robots with their perfect memories, internet connectivity and high-powered computers for data analysis can also keep “a perfect record of project progress, provide real-time scheduling
and decision support, and hold perfect recall (and remind others) of complex policies and procedures, all while communicating with people in a natural, social way." Researchers have shown that correlations between autonomy and sociality for collaborative robots could lead to robots succeeding in particular management roles.

Since robots are working alongside human workers, isolation as a safety measure is no longer an option, and other safety approaches must be developed and implemented (e.g., proximity sensors, appropriate materials, software tools, and similar controls). Workspace sharing without any resultant harm to human workers (and to robot itself) has been the goal of research in the domain of physical and cognitive human robot interactions. The research on physical safety of human and robot workers in the collaborative space falls into three categories: (1) interaction safety assessment and the quantitative description of the human-robot safety concept; (2) interaction safety through design, such as lightweight manipulators, passive compliant systems, safe actuators, and passive robotic systems; and (3) interaction safety through planning and control such as navigation and collision avoidance in an environment shared by human and robot through proactive safety systems and control of the stiffness/ pliability to reduce the impact force during collisions.

Cognitive interactions between a robot and a human worker can lead to mental health risks for the human worker. As the definition implies, collaborative robots interact bi-directionally with their human collaborators. In this new mode of interaction, the information exchange between human workers and robots flows in both directions and is on an equal level of importance with regard to work processes for both workers—human and robot.

In this new workplace, the design of robots should ensure that the motions of the robot are predictable to human and do not cause any unpleasant reactions like fear, shock, or surprise. The ability to read human emotions is a capability which would not only improve the functionality of collaborative robots, but also improve their safety profile. Several methods are being investigated such as behavior pattern recognition, on-skin sensors or other similar methods that would enhance the ability of a robot to “read” human emotion.

Another example of novel approaches to improve the emotional safety profile of collaborative robots is the ability of certain models of collaborative robots “to act like a human worker.” For example, the robot could have an “eye” looking in the direction of the human worker and be able to react to the human worker’s facial expressions indicating danger, distress or fear. Though such capabilities also bring new safety issues with them, e.g., human workers might unintentionally attribute non-existent “reasoning” or “recognition” capabilities to robots.

These enhanced capabilities are being developed in the area of collaborative “humanoid” robots. Humanoid robots, by virtue of their appearance and behavior, appeal to people differently than other robots. A 2004 study of cognitive interactions suggests that humanoid robots may be appropriate for settings in which people have to delegate responsibility to robots or when the task is too demanding for a human worker to do. Machine-like robots, as opposed to humanoid robots, however, may be more appropriate
when robots are expected to be unreliable, are less well-equipped for the task than people are, or in other situations in which personal responsibility should be emphasized.

As workplace risks are addressed proactively, international safety standards for collaborative robots are being developed in parallel with their rapid introduction into the workplace. Specifically, while the published ISO 10218 provides some specific guidelines for collaborative robots, ISO TC 184 SC 2 is also developing the 15066 standard on collaborative operation as a Technical Specification (TS), which is one level below an International Standard (IS). This is a reflection of the nascent nature of collaborative robots in the workplace, as more application knowledge is needed before publishing this standard as an IS. Some of the issues being standardized in this TS include guidance on the maximum force with which a robot worker may strike a human worker (“power and force limiting”), and guidance on “speed and separation monitoring,” which allows for correlation in real-time of increasing danger in robot actions with decreasing distance between people and the robot. The latter issue was not covered in another standard developed by ISO, TC 184 SC 2 and published in 2014, ISO 13482 “Robots and robotic devices -- Safety requirements for personal care robots.”

Personal care robots is an example of collaborative robots as they are designed for direct human-robot physical contact. This ISO standard distinguishes three types of personal care robots: mobile servant robot, physical assistant robot (exoskeleton robots), and person carrier robot. These robots typically perform tasks to improve the quality of life of intended users, regardless of age or capability. The ISO standard describes hazards associated with the use of each of these three robot types, and provides requirements to eliminate, or reduce, the risks associated with these hazards to an acceptable level. Thus, ISO 13482:2014 does not include workplace safety considerations for personal care robots used in home settings, such as their maintenance or interaction of personal care robots with home healthcare workers.

The IFR estimated that about 4.7 million personal service robots were sold in 2014 that is 28% more than in 2013 (see Figure 5). Two major application areas of personal service robots include household robots (e.g. vacuum and floor cleaning and lawn-mowing) and entertainment and leisure robots (e.g. toys and hobby systems).

The IFR projected that sales of personal service robots would reach 35 million units in the 2015–2018 period, while 152,400 units of professional service robots would be installed in the same period. New applications for service robots in the workplace are increasing. For example, there is an emerging use of exoskeleton robots to increase the strength and endurance of human workers. With this dramatic increase in the number of service robots, their interaction with workers will also increase exponentially. Therefore, it is necessary to address the safety of these workers now before millions of potentially unsafe robot workers enter the 21st century workplace.

**Occupational Robotics as a New Field in Occupational Safety and Health**

Recent progress in mechanization modeling and algorithm computerization has resulted in the availability of affordable, dependable and functional robots for an increasing number of
tasks both at home and in the workplace. Economic forces dictate the constant drive to increase productivity and reduce the costs of products and services. These forces are leading to the replacement of human workers with robot workers as the costs of the latter fall below the costs of the former. Replacing human workers with robots in hazardous operations can lead to improvements in workplace safety. For example, if robots are able to replace human workers in the poultry processing facilities, the high incidence of musculoskeletal disorders and traumatic injuries to human workers could be reduced. In addition, robots could be deployed to respond to extremely hazardous disaster areas, such as nuclear disaster sites, which would eliminate serious human worker exposures. Further, in countries where the workforce is aging, such as Japan, the increasing use of robots for many work tasks is already occurring. However positive these new uses may be for robots, there is also a host of concerns about the rise of robot workers, ranging from the increasing unemployment of human workers to the destruction of human civilization by self-aware robots. Arguments have been made that the present day technological revolution will not create enough jobs to substitute for the lost ones and the society is entering the new age of global unemployment. Just as the first wave of robots eliminated many of blue collar jobs, the third wave of robots, collaborative robots, is predicted to eliminate many of white collar jobs. For example, a new start-up, Steel Collar Associates, based in Holland, Michigan, distributes Motoman dual-arm robots as “contract employees.” More creative jobs such as scientists, journalists, medical doctors and computer programmers are being replaced by robots due to the increasing sophistication of artificial intelligence through algorithm development. In addition to managerial robots, robots are beginning to take care of themselves and to replicate themselves. Thus, the fear is that advanced robotics will result in fewer job options being available.

The introduction of collaborative robots in the 21st century workplace are creating three different types of workers: (1) human workers; (2) robot workers; and (3) symbiotic workers, i.e., human workers equipped with performance-enhancing robotic devices such as robotic prostheses and exoskeletons. The increased complexity that is emerging in the 21st century with regard to the traditional occupational safety and health concept of “worker” requires the occupational safety and health community to broaden the traditional scope of risk management. Similar to another emerging technology, nanotechnology, any discussion of the emerging field of occupational robotics should include a discussion of the methods needed to do robotic hazard assessment and risk management, as well as managing the ethical issues impacting a workplace where human workers may be in the minority.

The ethics of occupational robotics will be complex and there are already those who believe robots should be designed as “transparent artificial beings” which are able to “communicate with us about what they know, how they know it, and what they want”. It may not be too early for occupational robotics to consider questions such as: (1) “How should a robot algorithm be structured to address the trade-off between the small probability of injury to a human versus the near-certainty of a large productivity cost?” (2) “Should such trade-offs be the subject of national safety and health standards?” Predictions have been made that robots equipped with advanced artificial intelligence will someday be capable of self-awareness. Science-fiction novels and movies have included self-aware robots. The most famous of
these was the HAL 9000, a Heuristically programmed ALgorithmic computer Series, which was a sentient computer in the movie, “2001: A Space Odyssey.” Even though no self-aware robots are on the market yet, it may not be too early for occupational safety and health professionals to begin a dialogue about the safety of these robots and the challenges they present to human workers.

CONCLUSIONS

The on-going introduction of advanced industrial, professional service and collaborative robots working alongside of human workers requires occupational safety and health professionals to take a proactive approach to the assessment and management of the risk profile of occupational robotics. Proactive risk management approaches developed for other emerging technologies such as nanotechnology could be applied to occupational robotic safety and health. The elements of a proactive approach include: (1) qualitative risk assessment; (2) the ability to adapt strategies and refine requirements; (3) an appropriate level of precaution; (4) global applicability; (5) the ability to elicit voluntary cooperation by companies; and (6) stakeholder involvement. Similar to nanotechnology, international consensus standards might be useful to protect human workers through three major mechanisms: (1) nationalizing international consensus standards; (2) using the employer’s general duty to provide work free of recognized hazards; and (3) adopting international standards as voluntary guidance by government. As with other emerging technologies, the proactive approach for occupational robotics provides an opportunity to address occupational safety and health at the earliest or design stage.

To ensure that human workers are protected, the following measures are recommended for occupational robotics: (1) occupational safety and health professionals should be directly involved in the development of international standards aimed at ensuring safety of workplaces with human and robot workers; (2) workplace safety standards for maintenance, operation, and interaction with human workers, of professional, personal service and collaborative (including managerial) robots should be developed; (3) proactive approaches for establishing risk profiles of robotic workplaces should be developed; and (4) redundant safety measures should be developed and operationalized to protect human workers while performing maintenance tasks on robot workers. These measures, and others suggested by experts, should be examined now before millions of potentially unsafe robots enter the 21st century workplace.

In the Čapek’s play, robots rose up and demanded rights equal to those of the humans. When humans refused to recognize robots as equal, they ended up being exterminated by robots. As we approach the increasing sophistication of artificial intelligent robots which have acquired self-awareness, calls have been made to start thinking about the threat of self-aware robots to humanity. Some scholars suggest that robots with artificial intelligence should be treated like people and given human rights including rights to life and safety. Will the society grant intelligent robots worker protection rights? Time will tell. But, in the meantime, the time is now to take steps to ensure that everything is being done to make certain that human workers are fully protected against robots with increasing capabilities to create workplace risks.
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FIGURE 1.
Annual sales of industrial robots.\(^{(8)}\)
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