HOT SPOTS IN US DRUG POISONING MORTALITY, 2007-2009

SUPPLEMENTARY ONLINE MATERIAL

Appendix A.  Supplemental description of methods.
Principal Components Analysis:  As the predictor variables were highly collinear, a principal components analysis was used to create orthogonal component scores and improve model parsimony. The principal components analysis excluded urban rural classification, census division, percent pending deaths, percent of population reporting nonmedical prescription drug use in order to examine these variables separately in relation to drug poisoning AADRs. The predicted scores for eight components were included in models as county-level fixed effects.
Table A2. Principal components analysis results.

	Component
	Eigenvalue
	Cumulative Proportion

	1
	6.7
	18.8%

	2
	5.7
	36.7%

	3
	4.3
	49.3%

	4
	2.5
	56.7%

	5
	2.2
	63.0%

	6
	1.2
	66.7%

	7
	1.2
	70.2%

	8
	1.1
	73.4%

	9
	0.9
	76.1%

	10
	0.8
	78.4%

	11
	0.7
	80.4%

	12
	0.6
	82.3%


The first 8 factors were selected, with eigenvalues>1.

Two-Stage Models and Sensitivity Analyses: The first stage modeled the probability of observing no deaths, and the second stage modeled the expected age-adjusted death rate, conditional on having a death. Nearly one quarter (24%) of counties recorded no deaths due to drug poisoning in any given year. Logistic regression procedures in GLLAMM1 (i.e., binomial distribution with logistic link) were used to model the probability of observing no drug poisoning deaths for a given county and year. The age-adjusted death rates due to drug poisoning were log-transformed and then modeled using the linear regression procedures (i.e., Gaussian distribution in identity link) in GLLAMM. 

Pr(Yij = 0) =  ((1)  + (1(1) *Xj  + (2(1) *Yearij ++(3(2) *Divisionj + ζj1(1) + (ij(1)


Stage 1

E(Yij | Yij > 0) =  ((2)  + (4(2) *Xj  + (5(2) *Yearij +(6(2) *Urbanj + ζj2(2) + (ij(2)


Stage 2

In this model, Pr(Yij = 0) is the probability of observing no drug-poisoning deaths for year i in county j and E(Yij | Yij > 0) is the expected log-transformed AADR for year i in county j. Additionally,  ((1)  is the mean probability of observing no deaths and  ((2)  is the mean log-AADR; X refers to a vector of county-level covariates (i.e., principal component scores) included in both stages; ζj(1) and ζj(2) are county-level random effects with means zero and variance τ2(1) and τ2(2); and ( ij(1) and ( ij(2)  are the random errors associated with the ith year in the jth county. The residuals, (ij(1) and (ij(2), are assumed to follow a logistic and normal distribution, respectively, with mean zero and variances σ²(1) and σ²(2) . For each county and year, the predicted posterior probabilities of having a death obtained from the first step was multiplied by the posterior mean drug-related AADR obtained from the second step to generate a predicted drug-poisoning AADR for each county and year. 

E(AADR)= [1- Pr(Yij =0)]*eYij
These predictions incorporate both an empirical Bayes estimate for each county, plus the linear (or log-linear) prediction from the fixed effects portion of the models (Pfefferman, 2002; Rabe-Hesketh, Skrondal, Pickles, 2004; Saei & Chambers, 2003; Skrondal & Rabe-Hesketh, 2009). 

Sensitivity Analyses
We explored zero-inflated Poisson models (i.e., death counts as the outcome) as an alternative approach, but the data were substantially over-dispersed and fit statistics, Akaike’s Information Criterion (AIC) and the Bayesian Information Criterion (BIC; Andel, Perez, Negrao, 1981) from these models indicated poorer fit than the log-transformed AADR. Moreover, we thought it important to model age-adjusted death rates to account for age in estimating drug poisoning mortality.  More complex models such as those with state-level and year random effects and models with composite links to jointly estimate the first and second stages were also explored, but would not converge (Rabe-Hesketh & Skrondal, 2007). Intra-class correlation coefficients (ICC) and proportion change in variance (PCV) were calculated based on null (i.e., no covariates) and fully adjusted (i.e., including all county fixed effects) models.  The ICC is indicative of the between-county heterogeneity in outcomes (i.e., probability of observing no deaths and the log-transformed AADR) and the PCV describes the proportion of county variation in outcomes that is attributable to the various covariates included in each of the models (Merlo, Chaix, Yang, Lynch, Rastam, 2005).  Model results and diagnostics are presented below.
Table 1. Variance and model diagnostics from stage 1 and 2 null and adjusted models.

	 
	Stage 1: Probability of zero deaths
	Stage 2: Log-transformed AADR

	 
	Null
	Adjusted
	Null
	Adjusted

	Random Effectsa
	
	
	
	

	  level 1 variance
	
	
	0.22
	0.22

	  level 2 variance
	8.40
	2.15
	0.23
	0.13

	Fit Statistics
	
	
	
	

	  -2 Log-Likelihood
	8629.38
	6736.44
	13176.47
	12062.74

	  AIC
	8633.39
	6762.44
	13182.47
	12118.74

	  BIC
	8647.69
	6855.40
	13203.11
	12311.45

	  ICC
	0.72
	0.40
	0.51
	0.38

	  PCV level 1
	
	 
	 
	2%

	  PCV level 2
	
	74%
	 
	42%


a level 1 variance refers to the within-county variance in log-AADR (due to within-county variation over time), level 2 variance refers to the between-county variance in probability of observing no deaths or the log-AADR. GLLAMM does not calculate within-county variance for logistic models. 

ICC: intraclass correlation coefficient; AIC: Akaike’s Information Criterion; BIC: Bayesian Information Criterion; PCV: proportion change in variance. 
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