**Additional file 1**

***Some Cautions About Confounders, Multicollinearity, Suppression Effects, and Overadjustment in Linear Model Analyses***

It is striking how different some of the results are when adjusted for other POPs. However we cannot eliminate the possibility that we are simply observing a statistical artifact of suppression or that some other lipophilic chemical that was not measured but migrates together with PCBs and chlorinated pesticides has the dominant action. It is well recognized that multicollinearity, the extent to which predictor variables in a multiple regression analysis share common variance, can have seriously debilitating effects on the analysis and its interpretation. As predictor variables share more and more variance in common, the individual regression coefficients () can become very unstable and standard errors of the parameter estimates and their related confidence intervals inflate concomitantly, which in turn results in a loss of power of statistical tests on the parameter estimates which diminishes proportionately (1-2). There is an even more insidious result of excessive collinearity that under the right circumstances can even reverse the sign of the original crude relationship (say, ) and lead to statistically significant, but biologically implausible, interpretations. This condition—suppressor variable effects—is well known in statistics (3) and in the social sciences (4-8) and is becoming better known in medical and epidemiological applications (9). Because there are several instances of such suppression effects in the current study, it seemed prudent to discuss the issue and consider some options for avoiding potentially misleading interpretations in similar research.

The key to understanding the suppression effect and its deleterious consequences in multiple predictor linear models (including multiple regression and analysis of variance) is to examine the effects of multicollinearity on the parameter estimates of the model. Consider a linear model in which a continuously distributed outcome variable, *Y*, is regressed on two predictor variables, , with the assumption of normally distributed disturbances, (The problems are most easily illustrated by a two-predictor model, but the solution extends without loss of generality to models with any number of predictors. The problems are often exacerbated by adding correlated predictor variables to the model.). The partial regression coefficients of each regressor, adjusted for the remaining regressors in the model, are estimated by,

|  |  |  |
| --- | --- | --- |
|  |  | (1) |

The degree of multicollinearity in any given problem is diagnosed by the quantity . If the predictors are nearly perfectly correlated (i.e., no unique information in either after controlling for the other) then and inflate drastically by virtue of a “shrinking” denominators of Equation 1. The so-called Variance Inflation Factor (VIF = ) is an element of the standard error of the regression coefficients; hence as the collinearity indexed by increases, the standard error increases concomitantly, the value of the *t*-test drops and statistical power is compromised. These are the essential elements of how multicollinearity diminishes the ability to test hypotheses on and .

The more insidious effect of collinearity—suppression and/or enhancement—occurs when conditions arise that two (or more) predictors are more highly correlated with each other than one or the other (or both) predictors are correlated with the outcome variable. It is surprising how frequently this condition arises in practice. It is very common to have clusters of relatively highly correlated predictors that represent higher order constructs entered into models with very modest correlations to criterion variables. The typical predictor-criterion in the social sciences hovers around .05, while it is not uncommon to have predictor-predictor in the neighborhood of .50 and above (4).

Observe the numerator of the formulae in Equation (1) as and assume that the correlation between the criterion and the first predictor is = .05, between the criterion and the second predictor is = .20, and and hence, . A major diagnostic sign of suppression occurs when a partial regression coefficient lies outside the range of 0 and the simple Pearson correlation.

The literature on suppression effects has experienced many incarnations over the past 7 decades spawning considerable lack of agreement among authors as to what constitutes suppression, enhancement, redundancy, and among suppression types what constitutes the differences a classical suppression, net suppression, reciprocal suppression, cooperative suppression, and so on. For our purposes it is sufficient to know that the interpretive difficulties that may arise are a function of excessive collinearity among predictors in conjunction with weaker individual validities of the predictor-criterion relationships. Recent overviews of the many definitions of suppressor phenomenon can be found in Beckstead (10), and Paulhus et al. (11). The same problems that plague research in the analysis of latent variables (structural equation modeling) are reviewed by Maassen and Bakker (12).

A positive bivariate correlation between a predictor and a criterion and a negative regression coefficient for the predictor when adjusted for other predictor variables, even though biologically implausible, is a clear sign of suppression. A suppressor is a variable that shares less variance with a criterion than another predictor and which removes from the second predictor variable the between-predictor variance that is irrelevant to the criterion. The classic example is an increase in the predictability () of WWII pilot training success that is correlated with a written test of spatial ability when a test of verbal ability, unrelated to success, is included in the regression model. The shared variance between written measures of spatial and verbal ability (i.e., reading ability and speed) is irrelevant to pilot success and is “removed” in the regression adjustment. Hence one observes an increase in the semi-partial correlation (, 13) between the criterion and the first predictor after adjustment for the suppressor predictor. The essential judgment that must be made in order to trust such an increase in and/or due to a suppressor variable hinges critically on being able to identify the substantive construct that defines and explains the “irrelevant” variance shared between the predictor and the suppressor. Suppression effects are not limited to a single suppressor variable. The suppression effect may be composed of more complicated collections of additional predictors (14). In order for the suppressed effect of a predictor to be a genuine interpretable effect, there must be a substantive and theoretically plausible definition of the irrelevant variance such that the suppressed effect can be logically interpreted, even a biologically implausible shift in coefficient sign (i.e., ).

Suppression effects are often argued to be more elusive and unreplicable statistical artifacts than they are genuine, interpretable replicable phenomenon (15). Conversely, it has been argued by some that there are actually more legitimate replicable suppressor effects than previously thought (11). Darlington (5), Horst (6), Paulhus et al. (11) and Cohen et al. (4) give examples of plausible suppressor effects.

Our own view is that absent a logical, theoretically justifiable definition of the common latent variable of the irrelevant variance, combined with an explanation of the biological, psychological, or physical process by which the suppression/enhancement take place, the wisest course of action is to remain skeptical that a genuine effect has been observed that is not a statistical artifact.

While it may appear that the example given above is extreme, this is precisely the situation that occurs in the analysis of many of the relationships between PCBs and lipids as seen in Tables 4, 5 and 7 of this study. Note the output from Table 4 of Model 1 and Model 2 for triglycerides. The regression coefficient for the log-transformed triglycerides regressed on mono-ortho PCBs in the Model 1 that adjusts only for the demographic confounders of age, age2, race, gender, BMI, alcohol, smoking, and exercise was estimated as = .08, *p* < .001. Hence, triglycerides are predicted to increase significantly by about .08 log-transformed points for each log-unit change in exposure to mono-ortho PCBs. Conversely, Model 2 analysis, which adjusts for the remaining PCB groups in addition to the demographic confounders, in Table 4 and which adjusts for the full set of 5 pesticides listed in Table 6, leads to a *negative* parameter estimate for log-transformed triglycerides of = -.16, which is statistically significant (). However it is biologically implausible that increasing the exposure to mono-ortho PCBs by one log-unit would lead to a -.16 log-unit reduction in triglycerides. Clearly the effect is a suppressor for other variables in the model, or is itself suppressed by excessive multicollinearity among the variables in Model 2. As noted above, there are many definitions of the types of suppression that can occur as a result of multicollinearity in the presence of validities that are smaller than the collinear relationships. Net suppression and collaborative suppression are terms that have been applied to more than one predictor variable that are jointly suppressing each other.

The problem is clearly identified in the zero-order Pearson correlations among the predictors (the full correlation matrix is presented in Additional files 2 and 3). The bivariate correlations among the PCB’s alone are excessively high: . More revealingly, the tolerances of these three variables when regressed on *all* of the 13 predictors in Model 2 are .06, .02 and .04 which indicates that the proportion of variance in each predictor that is redundant (i.e., confounded) with the remaining predictors is a whopping for the mono-ortho, di-ortho, and tri/tetra-orthochlorinated PCB variables. Such high correlations among predictors, along with relatively modest correlations between predictors and criterion variables (on the order of *r* = .02 to .24) are a near-certain recipe for suppression to occur—both positive and negative. Suppression effects can render an estimated regression coefficient much larger (but of the same sign) than the coefficient that obtains when the suppressor is not included in the model. This is a much more insidious form of suppression. Coefficients can be distorted far beyond any reasonable predictive expectation (and remain statistically significant), but are not so easily detected unless care is taken to compare the effect to a more crude estimate that does not involve the suppression relationships. The suppressor effect of tri/tetra-ortho PCBs on total lipids and on total cholesterol of Table 4 are examples.

The variables involved in a suppression relationship can be diagnosed by a variety of methods. Comparing parameter estimates of the predictor variables when estimated in the full model against the bivariate Pearson correlation coefficients is the most simple of procedures (4). Any coefficient that lies outside the range of [0, ] is involved in some way in a suppression relationship. Examination of the tolerances and variance inflation factors provided by most computing programs can also help to isolate the offending variables. A more comprehensive method of assessing variables involved in suppression is based on a confirmatory factor analytic technique that separates the criterion relevant variance (CRV) and the criterion irrelevant variance (CIV) into two orthogonal factors (10; 16). As we noted above, placing trust in the substantive meaning of a variable involved in a suppression effect can only be justified if the CIV can be isolated and substantively identified—identifying and naming the CIV factor is a necessary requirement. A simplified example using the current data can clarify the issues.

A linear model of log-transformed triglycerides regressed on three PCBs clusters (mono-ortho, di-ortho, and tri/tetra-ortho chlorinated) and age (ignoring the intercept) yields the following fitted result with unstandardized coefficients:

Mono-ortho and di-ortho coefficients are significantly different from zero at *p* = .003. Compare these coefficients to the four separate bivariate regression models (crude models) that yielded parameter estimates of .02, .01, .03 and .003 for mono*-*ortho, di-ortho*,* tri/tetra-ortho and age, respectively. By the definition of a suppressor variable each of the predictors is involved in a suppression effect in some way, acting as either suppressor or suppressed, or both. The most serious suppression effect is that for the di-ortho predictor which by itself is positive and non-significant. In the presence of the remaining PCBs and age, however, it migrates to a statistically significant (*p* = .003) *negative* effect—hard to ignore, but biologically implausible.

In order to identify and separate out the criterion relevant variance from the criterion irrelevant variance we fitted a two-factor confirmatory factor analytic model (17) to these two sources of variance as suggested by McFatter (16) and Beckstead (10). The factor model fitted to the data for CRV and CIV factors is illustrated in Figure 1 in which the criterion and all predictors are permitted to load on the CRV factor while only the predictors are allowed to load on the CIV factor. The squared factor loadings, the of Figure 1, represent the proportion of variance of each variable that is attributable to CRV or CIV. The sum of the two squared factor loadings and the error variances for each indicator variable sum to 1.00 indicating that the variance of each variable is decomposed into these three sources, which are summarized in Table 8.

In an ideal sense, an indicator not involved in suppression would have an irrelevant variance squared value of = .000. Compared to this gold standard it can be seen from Appendix Table 1 that all of the PCB clusters are involved in suppression with 88%, 95% and 80% of their variance being irrelevant to the criterion. At 36% the predictor variable age is less involved than the PCB variables in the criterion irrelevant variance. Given the positive and negative parameter estimates of the linear equation above, the problem results in both suppression and enhancement—effects that are both over- and under-estimated. We are unable to identify the central substantive construct that defines the latent variable of the irrelevant variance. The CIV factor is completely orthogonal to the relevant variance of this decomposition and therefore must be defined by elements that are not part of the lipid-to-PCB construct of CRV. Given our inability to identify the irrelevant variance factor, it may be best to seek one of several solutions to avoid or minimize misinterpretation of these effects in Model 2.

One solution to avoiding suppression and/or enhancement effects is to simply sum the PCB congeners into a single total PCB score, a tactic that is used in many studies of the health effects of PCBs (see for example, 18-19). Examination of Table 3 of the current study reveals no obvious suppressor effects when the data are treated in this fashion. A second viable solution would be to drop (or not include) any offending variables in the analyses as was done in the current study under the heading of Model 1 in the tabled regression results. These analyses adjust for the primary demographics in this domain, but do not include conceptually and statistically redundant predictor variables for which no causal model can be invoked (20-21).

Finally, an emerging method for handling excessive multicollinearity, and therefore suppression effects under the right circumstances, is the analysis of complex data such as these in structural equation models (22-23). Forming a latent variable of PCBs with measured indicators consisting of the congeners, or combinations of congeners, allows one to capitalize on the multicollinearity (correlations) among the indicators and at the same time model the unreliability of the measured variables. Consequently the regression models on latent variables (17) are disattenuated, are most likely stronger predictors, and are free of the difficulties of multicollinearity, suppression and enhancement. For an example of such a strategy in the PCB domain see Goncharev et al. [24]. No matter which strategy is employed to address the problems of suppression, we raise the issue here to alert investigators to a difficulty that will almost certainly arise in studies with many predictors which are often taken from systemically correlated domains.

We might end the cautionary note of this section with one more example from the current data of yet an additional complication that can arise in complex research problems based on observational data. The crude bivariate effect of log-transformed total PCBs on log-transformed triglycerides () is positive, as is the crude bivariate effect of log-transformed total pesticides (). Estimating the model with PCBs and pesticides together, however, produces a statistically significant reversal of sign for the PCBs with the fitted model parameter estimates and *p*-values for PCBs and pesticides, respectively, being and . The effects of suppression and enhancement are apparent. It turns out, however, that the suppression effect in this example is directly related to an underlying case of Simpson’s Paradox (25) in which the regression slopes within strata can be of one direction while the direction of the effect estimated on the whole sample can be opposite that of the stratified estimates. Tu Gunnell and Gilthorpe (26) include Simpson’s paradox as an element of the class of confounders accompanied by the suppression effect. Simpson’s paradox, in this instance revolves around the race of the respondents (Caucasian and African American). A graphical illustration of the underlying paradox is shown in Figures 2, 3a and 3b. Because the distributions of African American and Caucasian respondents for triglycerides and for PCB exposure are non-overlapping in opposite directions (Figure 2), the positive fit of the individual bivariate slopes (Figure 3a) are overridden and masked when the fit of the model is based on the combined samples (Figure 3b). These differences by race are presented in detail in a subsequent publication (27). When race is added to the regression of triglycerides on both PCBs and pesticides, the negative sign for PCBs disappears, the PCB effect is no longer statistically significant, and the pesticides adjusted for race and PCBs retain their significant positive effect on log-transformed triglycerides. It is worth noting that what appears as a case of suppression in the analysis is due to conditions required for suppression which can in turn be augmented by the reversal effect of Simpson’s paradox (9,26). Because race of the respondent is one of the demographic covariates adjusted for in these analyses, the paradox is benign and therefore not evident in the results of Table 3.

The situation of appropriately adjusting for potential confounds is even more complicated than often thought. The design advice offered by the application of directed acylclic graphs (DAGs) to provide visual assistance to the logical process of selecting and controlling confounds in health research (see for example 28-31) is a useful tool but even skillfully applied can fail to identify all the difficulties that can arise in complex studies (31). Finally, attempting to be inclusive by specifying too many covariates can easily lead to overadjustment and serious model misspecifications, similar to those encountered in the present data (32).
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Appendix Table 1. Decomposition of the Criterion Relevant () and Criterion Irrelevant () Variance

|  |  |  |  |
| --- | --- | --- | --- |
| Variable |  |  |  |
| total lipids | .058 | --- | --- |
| mono-ortho | .557 | .444 | .000 |
| di-ortho | .348 | .567 | .084 |
| tri/tetra-ortho | .645 | .315 | .040 |
| Age | .612 | .111 | .278 |

Figure 1. Confirmatory Factor Model of Relevant and Irrelevant Variance for the relationships among serum triglycerides with groups PCBs and age. CRV = criteria relevant variance. CIV = criteria irrelevant variance.



 Figure 2. Simpson’s Paradox: Oppositely Overlapping Histograms of Triglycerides and Pesticides by Race

 

Figure 3. Simpson’s Paradox: Scatterplots of the Triglyceride-on-PCB Relationship by Race and for the Whole Sample

(a)

 

Note: Slopes within strata (red lines) are positive and significant (white .072, p = .007 and

black .069, p = .012); the slope for the whole sample ignoring race (green line) is nearer zero,

positive and not significant (.019, p = .327 ).

(b) 

Note: Slope for PCBs adjusted for race is .070, p < .001.