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A commercial computer-aided design tool used by the lighting industry was modified to predict fluence
rates for upper-room ultraviolet germicidal irradiation. Experimental validation based on more than 1600
measurements and 3 types of commercial ultraviolet fixtures, which was done in an experimental chamber
and in a homeless shelter having fixtures in continuous use for over 7 years, showed differences in measured
and predicted average upper-room fluence rates of less than 10%. The computer-aided design tool, however,
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was not very successful at predicting fluence rates at specific room locations, a capability that is needed for
mating computational fluid dynamics with ultraviolet germicidal irradiation. Although not an objective of
this study, it was also found that the three types of fixtures used in this study have surprisingly significant
differences in efficiency based on fixture ultraviolet power output and electrical input. One fixture type had
an efficiency that was more than five times that of another. For comparison purposes, a standard method
for measuring and reporting fixture efficiency is needed.

Introduction
Background

Airborne transmission of infectious agents is a
significant threat to global health because of the ef-
ficiency with which infectious particles can spread
within crowded congregate settings, such as hos-
pitals, clinics, homeless shelters, jails, prisons, and
refugee camps. Pulmonary tuberculosis (TB), a dis-
ease contracted exclusively by airborne transmis-
sion, is one of today’s top two fatal infections
of adults worldwide—the other being HIV/AIDS
(Dye and Floyd 2006). The emergence of multi-
drug-resistant TB and extensively drug-resistant
strains not only imperils global TB control, but
also may reverse the health gains achieved by the
worldwide expansion of antiretroviral therapy for
HIV/AIDS (Gandhi et al. 2006). Other infectious
agents with substantial potential for airborne trans-
mission include influenza, SARS, measles, and po-
tential bioterrorism agents, such as smallpox and
anthrax (Roy and Milton 2004; Rudnick and First
2007; Brickner et al. 2003).

Engineering control of airborne infectious agents
is an important strategy for reducing airborne trans-
mission of disease vectors. Various methods are
available, including general dilution ventilation,
personalized ventilation that protects an individual’s
microenvironment (Pantelic et al. 2009), in-duct air
cleaners, in-room air cleaners, and upper-room ul-
traviolet germicidal irradiation (UVGI). Of these,
upper-room UVGI has some unique advantages;
it has the potential to process large quantities of
room air relatively inexpensively, rapidly, and with-
out noise. General dilution ventilation, except under
ideal conditions, is expensive, because large quanti-
ties of conditioned air must be exhausted outdoors.
In-duct air cleaners provide clean air for general
dilution ventilation and have the same disadvan-
tages. To be effective, in-room air cleaners must
process large quantities of air, resulting in noise
generation, utilization of valuable space, and con-

siderable clectrical energy consumption, in order to
move large quantities of air through an air-cleaning
device.

UVGI utilizes 254-nm ultraviolet (UV) radiation
from low-pressure mercury discharge lamps to re-
duce the indoor concentration of infectious agents.
UVGI damages the genetic material of microorgan-
isms so that they are unable to replicate. Begin-
ning in the 1930s (Wells 1955; Riley and O’Grady
1961) and continuing to the present day (Xu et al.
2003, 2005; First et al. 2007; NIOSH 2009), nu-
merous experimental studies have demonstrated the
effectiveness of upper-room UVGI for reducing the
airborne concentration of culturable microorgan-
isms. Recently, Escombe et al. (2009) demonstrated
the effectiveness of upper-room UVGI by expos-
ing guinea pigs to air extracted from TB patient
rooms with UV fixtures that were either turned on
or off.

The primary objective of upper-room UVGI is
to indirectly disinfect the air in the lower, occupied
portion of a room so that airborne transmission of
pathogens from infected to exposed occupants is re-
duced. When applying upper-room UVGI, the air
in the upper room is irradiated while UV radiation
in the lower portion of the room is kept below lev-
els that may be harmful to occupants. Because of
these competing goals, it is generally necessary to
have the UV radiation pass through deep, closely
spaced horizontal louvers before entering the room.
Unfortunately, these louvers significantly reduce the
effectiveness of upper-room UVGI. A secondary ob-
jective of upper-room UVGI is to disinfect return air
so that pathogen transmission in other rooms ven-
tilated by the same air handing unit will also be
reduced. This latter objective can be more fully re-
alized when the return air grill is in the upper room;
if it is in the lower room, disinfection of return air
will be very dependent on vertical air mixing.

Because both infected and exposed occupants
reside in the lower room, sufficient vertical air
circulation is essential for upper-room UVGI to be
effective. Thus, both air circulation between the up-
per and lower room and the amount of UV radiation
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supplied to the upper room have a profound
influence on the effectiveness of UVGI. Depending
on environmental conditions, cither of these pa-
rameters can be the controlling factor (Rudnick and
First 2007). Because vertical air circulation in most
rooms tends to be unreliable, the use of a ceiling
fan, cither blowing upward or downward depending
on outdoor conditions, is highly recommended
(NIOSH 2009).

The present article addresses the determination
of the amount of UV radiation in the upper room
provided by multiple UV fixtures and its spatial dis-
tribution. Three approaches were taken: (1) mea-
surements in an experimental chamber with various
types of instrumentation and methodologies, (2)
measurements using a cylindrical sensor in a home-
less shelter where UVGI had been in continuous
operation for many years, and (3) predictions using
a computer-aided design (CAD) tool. CAD tools
for the interior lighting industry are widely avail-
able, but without modification, none can be used to
predict the UV radiation field produced by louvered
UV fixtures designed for upper-room UVGI. There-
fore, one of the available CAD tools used by the
lighting industry was modified for this purpose. As
this study was originally conceived, measurements
in an experimental chamber would be used to vali-
date predictions by the CAD tool, and measurements
in a homeless shelter would serve to confirm this
validation under real-world conditions. In order to
prevent bias, measurements and predictions, which
were done independently by research groups at dif-
ferent locations, were submitted to a third party at a
third location, after which comparisons were made.

Measurement of UV irradiance
and fluence rate

In general, irradiance is defined as the UV power
received on a surface divided by the area of that
surface. Three different measures of irradiance, all
having the same unit (e.g., u W/cm?), are relevant to
the present work: (1) planar irradiance, (2) cylindri-
cal irradiance, and (3) spherical irradiance. Planar
irradiance is generally referred to simply as irra-
diance, and spherical irradiance is usually called
fluence rate, and this practice will be followed here-
after in this article.

Irradiance (planar) at a specific point is defined
as the UV power per unit area received on one side
of an infinitesimally small flat surface on which the
specified point resides. Irradiance is directional; it

includes UV radiation received over 27 steradians;
that is, half of the possible directions from which
UV rays might originate is included. Flat sensors,
which are used for measurement of UV irradiance,
are commercially available. The surface of the
sensor is cosine corrected, so that the sensor will
detect the UV power of radiation multiplied by
the cosine of the angle that the ray makes with the
surface of the sensor. Uncorrected sensors do not
give a true measure of irradiance. These flat UV
sensors are appropriate for measuring UV radiation
in the lower room where the major concern is the
amount of UV radiation that potentially could reach
the eyes of occupants.

Cylindrical irradiance at a specific point is
defined as the UV power per unit area received on
the outer curved surface of an infinitesimally small
cylinder centered at the specified point divided by
the cylinder’s cross-sectional area along its length,
which is rectangular. Cylindrical irradiance is less
directional than irradiance; it includes UV radiation
over essentially 4 steradians; that is, all of the
possible directions from which UV rays might
originate are included. The influence of UV rays
within a single plane that is perpendicular to the
axis of the cylinder does not depend on direction.
The influence of UV rays within different planes
perpendicular to the axis of the cylinder, however,
does depend on direction. UV sensors with a
cylindrical shape are commercially available for
measurement of cylindrical irradiance.

Fluence rate at a specific point is defined
as the UV power per unit area received on the
outer surface of an infinitesimally small sphere
centered at the specified point divided by the
sphere’s cross-sectional area. Fluence rate is wholly
non-directional and includes UV radiation over
47 steradians; that is, all of the possible directions
from which UV rays might originate are included,
and the influence of UV radiation received by the
specified point is independent of direction. Fluence
rate is considered to be the best measure of the UV
radiation reaching an aecrosol particle containing
an infectious agent. Unfortunately, spherical UV
sensors are not commercially available. A device
based on chemical actinometry, however, can be
used to measure fluence rate. Rahn (1997) and Rahn
et al. (1999) exposed small-diameter hollow quartz
spheres filled with a solution of KI and KIO;3 to UV
radiation for a predetermined exposure time. Based
on the change in absorbance of the solution after
UVGI exposure, which can be measured with a
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spectrophotometer, and on the exposure time, a true
measure of fluence rate can be determined. This
method for measuring fluence rate can be somewhat
time consuming, particularly when fluence rate is
low, because the lower the fluence rate, the longer
the exposure times must be to provide sufficient
sensitivity. In addition, if the solution is overex-
posed, a valid measurement will not be obtained.
Until recently, this method was most useful as a
research tool. Minor modifications in the method-
ology, however, can make it a relatively convenient
technique for use in the field (Rahn and Echols
2010).

Provided that the surface of the flat sensor is held
perpendicular to a line from the source to the sensor,
measurements with a flat sensor can also be used to
estimate fluence rate provided three conditions are
met: (1) there is a single UV source; (2) reflections
from room surfaces, particularly those that are not
within the 27 steradian viewing angle of the flat
sensor, are not significant; and (3) the sensor is not
too close to the source. When the sensor is too close
to the UV source—which, for practical purposes, is
when the distance from the sensor to the source is on
the order of the size of the largest linear dimension of
the source—the fluence rate will be underestimated
by a flat sensor. For multiple UV fixtures in a room,
measurements for each fixture can be taken with a
flat sensor while the other fixtures are turned off.
The sum of these measurements can then be used as
an estimate of fluence rate.

If the axis of a cylindrical sensor is held per-
pendicular to a line from the source to the sensor,
measurements with a cylindrical sensor can also be
used to estimate fluence rate. For a cylindrical sen-
sor, however, the conditions that need to be met will
be less stringent than for a flat sensor: (1) measure-
ment of fluence rate for multiple sources may be
feasible; (2) reflections from room surfaces will be
received over a 47 steradian viewing angle; and (3)
when the UV source is a linear lamp, a cylindri-
cal sensor allows measurements to be made signifi-
cantly closer to the source than a flat sensor provided
the sensor is properly oriented. For example, if the
axis of the linear source is horizontal, which is gen-
erally the case, and the axis of the cylindrical sensor
is vertical, then the length of the lincar lamp will
not influence how close to the source measurements
can be taken; instead, the diameter of the lamp will
be the controlling distance.

Fluence rate can also be determined by mea-
suring and summing the planar irradiances on four

faces of a tetrahedron (Bjorn 1995). Similarly, flu-
ence rate has been determined by measuring and
summing the irradiances on the faces of a cube
(Schafer et al. 2008), but according to Bjorn (1995),
this latter method is incorrect. Nonetheless, the mea-
surements of Schafer et al. (2008) agreed reasonably
well with actinometrical measurements.

Materials and methods:
Experimental chamber

Description

The experimental chamber, which is located on
the roof of a five-story building, has a 10 ft by
15 ft (3.05 m by 4.57 m) floor and a 10-ft-high
(3.05-m) ceiling. The floor is covered with vinyl
tiles, and the walls and ceiling arc covered with a
pebbled, hard-finish, white plastic wallboard. The
reflectivity of this wallboard was measured to be
10% at 254 nm. When viewed in a dark room under
UV light, however, the fluorescence of the plastic
wallboard was obvious. Because the reflectivity was
measured with a Lambda 900 spectrophotometer
(Perkin Elmer, Waltham, MA), an instrument with
a single monochromator located before the sample,
any radiation due to fluorescence would have been
included as reflectivity at the excitation wavelength;
thus, the true reflectivity is less than 10%.

UV fixtures

Measurements were made in the experimen-
tal chamber with three different UV fixture
configurations:

1. Two Hygeaire model LIND 24-EVO wall fixtures
(Atlantic Ultraviolet Corp., Hauppauge, NY),
each containing one 25-W linear lamp, sat on
a shelf with its bottom surface at a height of
89 in. (2.26 m) above the floor and the back of
the fixture 0.6 in. (15.2 mm) from the wall. One
wall fixture was located on one short wall, and
the other wall fixture on the other short wall. One
side of each fixture was 2 ft (0.610 m) away from
a long wall, but the fixtures were not facing each
other (see Figure 1). Hygeaire fixtures have an
electronically variable ballast that allows the UV
output to be adjusted. During all tests, the UV
output was set to its maximum value.

2. One Lumalier model CM-218 corner fixture
(Commercial Lighting Design, Inc., Memphis,
TN) containing two 18-W folded compact lamps
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Figure 1. Horizontal measurement grid.

was mounted with its bottom surface at a height
of 83.5 in. (2.12 m) above the floor in each of the
four corners of the chamber.

. The same four Lumalier model CM-218 cor-

ner fixtures plus one Lumalier model PM-418

lamps, hung from the geometric center of the
ceiling with its bottom surface at a height of
82.5 in. (2.10 m) from the floor.

All of the Lumalier fixtures had ballasts that can-

pendant fixture (Commercial Lighting Design, not be adjusted to vary UV output. The tops of all
Memphis, TN), a horizontally omni-directional  fixtures were leveled so that the angle that the lou-
fixture containing four 18-W folded compact vers make with the top of the fixture, which is set
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by the manufacturer, and the angle at which the UV
beam rises relative to the horizontal plane would be
the same. New lamps were installed in all fixtures;
the fixtures were then turned on and allowed to op-
erate continuously for about 2 weeks prior to taking
any measurements.

Measurement methods

A horizontal measurement grid, which is shown
in Figure 1, was defined for the purpose of hori-
zontally positioning the UV sensors and the hollow
quartz spheres used for chemical actinometry in the
space containing the direct UV rays emitted by the
fixtures. The experimental chamber’s floor, not in-
cluding the space within 6 in. (0.152 m) of both
short walls, which for simplicity was ignored, was
subdivided into 35 2-ft (0.610 m) squares, each con-
taining 4 1-ft (3.05 m) square vinyl tiles. The centers
ofthese 35 2-ft (0.610 m) squares, which correspond
to the intersection of the 4 vinyl floor tiles, was used
as the horizontal measurement grid. Measurement
points are designated in Figure 1 by row, which are
labeled A, B, C, D, E, E and G, and by column,
which are labeled 1, 2, 3, 4, and 5.

A plum bob attached to the center of the bot-
tom of a tripod and ncarly touching the floor was
used to horizontally position the flat or cylindrical
sensors, which were mounted at the center of the
top of the tripod. For the hollow quartz spheres,
the string from which they were suspended was
carefully aligned with the horizontal center of the
tripod. In order to position the sensors vertically,
the tripod was marked so that the sensors could
be positioned at predetermined heights above the
floor. These heights were chosen so as to essen-
tially straddle the UV beam. Similarly, the hollow
quartz spheres were suspended from the ceiling of
the experimental chamber by a string such that their
centers were located at the desired heights.

Measurements using flat sensor

Measurements of irradiance were made using
a GigaHertz-Optik model P9710 optometer and a
model UV-3718-2 flat UV sensor (Puchheim, Ger-
many). According to the manufacturer, the optome-
ter has an accuracy of £0.2%; the flat UV sensor
has a relative calibration uncertainty of £6.5% and
low-end resolution of 6 nW/cm? (60 uW/m?). A
small laser pointer was mounted onto the side of
the flat sensor, such that the laser beam would
be perpendicular to the face of the sensor. When

irradiance measurements were being made, the laser
beam was directed at the geometric center of the fix-
ture’s louvers to ensure that the sensor was properly
positioned. Measurements were made only while a
single UV fixture was turned on—either the wall
fixture closest to the door (see Figure 1), the corner
fixture located in the back right corner of the cham-
ber (top right corner in Figure 1), or the pendant
fixture. At heights of 7, 7.5, 8, 8.5, 9, and 9.5 ft
(2.13, 2.29, 2.44, 2.59, 2.74, and 2.90 m) for the
wall fixture and 6, 6.5, 7, 7.5, 8, and 8.5 ft (1.83,
1.98, 2.13, 2.29, 2.44, and 2.59 m) for the corner
fixture, irradiance measurements were made at all
35 test sites, which are indicated by solid circles in
the horizontal measurement grid shown in Figure 1.
At heights of 6, 6.5,7,7.5, 8, and 8.5 ft (1.83, 1.98,
2.13,2.29,2.44, and 2.59 m) for the pendant fixture,
only test sites in the upper left-hand quadrant of the
chamber as shown in Figure 1 were measured; that
is, measurements were made at 11 test sites located
in both rows 3 through 5 and columns A through D
with the exception of test sites located at 3D, which
were occupied by the pendant fixture. Because of
symmetry, the irradiance at locations in the other
three quadrants was assumed to be identical to the
upper left-hand quadrant.

In order to estimate the fluence rate for the simul-
tancous operation of the two wall fixtures mounted
on opposite walls, as shown in Figure 1, two as-
sumptions were required.

1. The irradiance field due to the wall fixture far-
thest from the door, which was not measured,
was assumed to be identical to that due to the
wall fixture closest to the door, which was mea-
sured. Although it would have been preferable to
have measured the irradiance field for each fix-
ture, all of the fixtures used in the chamber are
well-made, look exactly the same, have the same
model number, were purchased together, and had
operated for essentially the same length of time.

2. Reflections from chamber surfaces were not sig-
nificant and thus could be ignored. Because re-
flections, which are less than 10%, would be ex-
pected to be diffuse, much of the reflected UV
radiation would likely not return to the irradiated
zone and would not influence the measurements;
thus, this latter assumption appears to be reason-
able.

If both wall fixtures were operating, the fluence
rate at a particular location was determined based on
the principle of superposition; that is, the UV fields
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from each fixture are superposed so that the irradi-
ance at any location is the sum of the irradiances
from cach of the wall fixtures operating scparately.
In order to sum the two UV fields mathematically,
the irradiance ficld was imagined to have been ro-
tated 180° and then placed on top of the original
irradiance field. The two irradiances at cach of the
test sites were then summed. The resultant values
were used as estimates of the fluence rates at the test
sites when two wall fixtures were operating simul-
taneously.

Estimating fluence rate for the simultaneous op-
eration of four corner fixtures—one in each of the
chamber’s corner—based on measurement of the ir-
radiance field from a single corner fixture, was done
in an exactly analogous fashion. The irradiance field
from a single corner fixture was imagined to have
been rotated initially by 90°, then by 180°, and fi-
nally by 270°. These three rotated irradiance fields
were placed on top of the original irradiance field.
The four irradiances at each of the test sites were
then summed. The resultant values were then used
as estimates of the fluence rates at the test sites
when four corner fixtures were operating simulta-
neously. Estimating fluence rate for the third fixture
configuration—four corner fixtures and a pendant
fixture—was done by summing the fluence field for
the four corner fixtures and the irradiance field gen-
erated by the pendant fixture.

Measurements using cylindrical sensor

Measurements of cylindrical irradiance were
made using a GigaHertz-Optik model P9710 op-
tometer and a model ROD-360-UV18-2 cylindrical
UV sensor (Puchheim, Germany). According to the
manufacturer, the cylindrical UV sensor has a rela-
tive calibration uncertainty of +6.5% and low-end
resolution of 15 nW/ecm? (150 wW/m?). The cylin-
drical sensor was oriented such that its axis was
always vertical; it would have been preferable to
keep the axis of the cylindrical sensor always per-
pendicular to a line from the sensor to the center of
the fixture’s louvers, but this is not possible when
multiple fixtures are operating.

Although the cylindrical sensor comes closest
to measuring cylindrical irradiance, the measured
value was used as an estimate of fluence rate. Lou-
vered UV fixtures emit a vertically narrow, nearly
horizontal beam. With the axis of the cylindrical
sensor vertical, its response due to UV rays that
are perpendicular to its axis are the same as for a
spherical sensor. The farther the UV rays are from

being perpendicular to the sensor’s axis, however,
the poorer this estimate becomes. Nevertheless, if
the sensor is a sufficiently far enough distance from
the fixture, a cylindrical sensor would be expected
to yicld a reasonable estimate of fluence rate.

All of the UV fixtures used for a specific fixture
configuration were turned on when measurements
were made with the cylindrical sensor. The mea-
surement test sites, which are shown in Figure 1,
depended on the fixture configuration being used.

1. When two wall fixtures were turned on, measure-
ments were made at the 20 test sites located in
both rows 1 through 5 and columns A through
D for each of the six horizontal planes having
heights of 7, 7.5, 8, 8.5, 9, and 9.5 ft (2.13, 2.29,
2.44,2.59, 2.74, and 2.90 m) above the floor.

2. When four corner fixtures were turned on, mea-
surements were made at the 12 test sites located
in both rows 3 through 5 and columns A through
D for each of 6 horizontal planes having heights
of 6, 6.5,7,7.5, 8, and 8.5 ft (1.83, 1.98, 2.13,
2.29, 2.44, and 2.59 m) ft above the floor.

3. When four corner fixtures and one pendant fix-
ture were turned on, measurements were made
at 11 test sites located in both rows 3 through 5
and columns A through D, but not test site 3D,
for each of six horizontal planes having heights
of 6, 6.5,7,7.5, 8, and 8.5 ft (1.83, 1.98, 2.13,
2.29, 2.44, and 2.59 m) above the floor. No mea-
surements were made at 3D because the pendant
fixture occupied those test sites.

Cylindrical irradiances were not measured at the
remainder of test sites shown in fixture #1, but they
could be estimated based on symmetry.

Measurements using chemical actinometry

lodide/iodate chemical actinometry was used to
measure fluence while all of the UV fixtures used
for a specific fixture configuration were turned on.
The procedure was based on a methodology de-
signed for use in the field (Rahn and Echols 2010).
Hollow quartz spheres (10 mm [2.54 in.]) fully
filled with a solution of KI and KIO; were used
as a UV sensor. The absorbance of the resulting
trilodide endpoint was measured with a handheld
Hach #5870042 Pocket Colorimeter II Filter Pho-
tometer (Loveland, CO) having a 420-nm LED light
source. This device was adapted to hold the spheres
in the optical light path. This method had three ad-
vantages over the method used previously by Rahn
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et al. (1999): (1) all measurements could be com-
pleted without bringing solutions back to the labo-
ratory for analysis, (2) contents of the spheres did
not need to be transferred to a cuvette for measure-
ment of absorbance as is required for a conventional
spectrophotometer, and (3) sphere volumes did not
need to be measured.

Because chemical actinometry takes consider-
ably more time than measurements using a flat or
cylindrical sensor, particularly for low fluence rates,
fewer than six horizontal planes were evaluated for
each fixture configuration. The test sites, which are
shown in Figure 1, depended on the fixture config-
uration being used.

1. When two wall fixtures were turned on, measure-
ments were made at the 20 test sites located in
both rows 1 through 5 and columns A through D
for each of the horizontal planes having heights
of 7 and 8 ft (2.13 and 2.44 m) above the floor.
Due to a mistake, however, the measurement for
2A for a height of 7 ft was lost.

2. When 4 corner fixtures were turned on, measure-
ments were made at the 12 test sites located in
both rows 3 through 5 and columns A through D
for each of the horizontal planes having heights
of 7,7.5, and 8 ft (2.13, 2.29, and 2.44 m) above
the floor:

3. When 4 corner fixtures and 1 pendant fixture
were turned on, measurements were made at 11
test sites located in both rows 3 through 5 and
columns A through D, but not test site 3D, for
each of the horizontal planes having heights of 7
and 7.5 ft (2.13 and 2.29 m) above the floor. No
measurements were made at test site 3D because
the pendant fixture occupied those locations.

Materials and methods: Sitting
room of a homeless shelter

Room description

The sitting room of a homeless shelter in New
York City, which is shown in a schematic diagram
in Figure 2, has a 260 in. by 758 in. (6.60 m by
19.3 m) floor and a 132-in.-high (3.35-m) ceiling.
The walls are composed of either painted concrete
blocks or painted sheetrock, although lockers cover
the lower sections of the two shorter walls. The room
has a painted concrete ceiling and a terrazzo floor,
which is divided into 225 equal-area rectangular
subdivisions that have a length of 30.3 in. (0.770 m)

0.3 in.
(0.770 m)

\)“‘LNFi:n re

South
11 Face

(19.3m)

R

2607 (6.60 m)
—{28.9in.l—
{0.734 m)

Figure 2. Top view of sitting room of New York City homeless
shelter.

for the side parallel to the two longer walls and 28.9
in. (0.734 m) for the side parallel to the two shorter
walls.

Fixture description

The sitting room contains three Hygeaire model
LIND 24-EVO-2PM two-way pendant fixtures (At-
lantic Ultraviolet Corp., Hauppauge, NY), each con-
taining two 25-W UV linear lamps. These fixtures,
which are hung from the ceiling, have been used
continuously for over 7 years, although prior to
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making measurements, new lamps were installed
and allowed to operate continuously for about 2
weeks. These fixtures, labeled #1, #2, and #3 in
Figure 2, have electronically variable ballasts that
were adjusted to provide the maximum possible UV
output during the tests. The fixtures are hung from
the ceiling such that the bottom of fixtures #1, #2,
and #3 are at a height above the floor equal to 103,
103.5, and 100 in. (2.62, 2.63, and 2.54 m), re-
spectively. Their top surfaces were determined to be
approximately horizontal. The faces of fixtures #1,
#2, and #3 form angles of 42°, 38°, and 36°, respec-
tively, with the long walls of the sitting room. These
fixtures have two faces from which UV radiation is
emitted horizontally in opposite directions. Accord-
ing to the manufacturer, each LIND 24-EVO-2PM
two-way pendant fixture is exactly equivalent to
back-to-back Hygeaire model LIND 24-EVO wall
fixtures, the wall fixtures tested in this study’s ex-
perimental chamber. Thus, for the purpose of pre-
dicting fluence rates, these fixtures were treated as
back-to-back Hygeaire model LIND 24-EVO wall
fixtures.

Methodology

Measurements

For the field study at the homeless shelter, the
cylindrical sensor was chosen because it is much
simpler and faster to use than either the flat sensor or
chemical actinometry. Thus, all measurements were
taken using the GigaHertz-Optik model P9710 op-
tometer and model ROD-360-UV18-2 cylindrical
UV sensor (Puchheim, Germany). The cylindrical
sensor was positioned using the same procedures as
in the experimental chamber. It was mounted on a
tripod that had been marked to allow the sensor to
be placed at a specified height with its axis always
vertical. A plumb bob attached to the center of the
bottom of the tripod and nearly touching the floor
was used to position the sensor in the horizontal
plane using a floor grid.

The horizontal measurement grid coincided ex-
actly with the rectangular subdivisions of the ter-
razzo floor. Upper-room measurements were taken
directly above the intersections of four rectangular
subdivisions at heights of 96, 102, 108, 114, 120,
and 126 in. (2.44,2.59,2.74,2.90 3.05, and 3.20 m),
above the floor. In Figure 2, the measurement sites in
the horizontal plane are labeled by row (“1” through
“24”) and by column (“a” through “h”). This grid
would be expected to result in a total of 1152 mea-
surements for the 6 horizontal planes. However, due

to the fixtures themselves and 2 ceiling beams, mea-
surements could not be made at 2 points in each of
the 3 lowest horizontal planes, 18 points in each
of the 2 highest horizontal planes, and 10 points
in the remaining plane, resulting in a total of 1100
measurements.

Benchmarking fixture output

Although new UV lamps had been installed in
all fixtures prior to taking measurements, the fix-
tures themselves had been used continuously for
more than 7 years. In order to benchmark these fix-
tures, the maximum irradiance on each side of the
Hygeaire two-way pendant fixtures was measured at
a distance of 3 ft (0.914 m) from the fixture’s lou-
vers. Specifically, for each face of the fixture, the
horizontal and vertical planes that bisected the front
of the fixture’s louvers were found first. Their inter-
section 3 ft (0.914 m) away from the front edges of
the louvers was the starting point where the center
of the GigaHertz-Optik model UV-3718-2 flat UV
sensor was placed. Keeping the sensor at a horizon-
tal distance of 3 ft (0.914 m) from the front of the
louvers and holding it parallel to the face of the fix-
ture, the sensor was moved in all directions until the
point of maximum irradiance was found, which was
fairly close to the starting point.

Prediction of fluence rate using a
CAD tool

By modifying Visual™(Acuity Brands Light-
ing, Conyers, GA), a commercially available CAD
tool that is widely used by the lighting industry
for analysis of architectural lighting layouts, its
application was extended to the prediction of UV
fluence rate where one or more highly collimated
UV fixtures are used for upper-room UVGI.
The CAD predictions for UVGI arc based on
the same algorithms used by Visual to perform
calculations in the visible range of the spectrum.
A description of Visual and the modifications that
were necessary for use with fixtures designed for
upper-room UVGI are given in the Appendix.
Details regarding the fundamental equations upon
which the CAD tool are based are given elsewhere
(DiLaura 1982, 1996; DiLaura and Quinlan 1995).
An updated version of the software, including mod-
ifications allowing it to be applied to upper-room
UVGI, is available online at http://www.visual-
3d.com/Downloads/Software/Setup/2010/Software.
aspx. Instructional videos on the use of Visual can
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be found at http://www.3d-visual.com/Training/
Video/Instructional Videos.asp.

In order to apply Visual, sources of UV
radiation—specifically, highly collimated, upper-
room fixtures for UVGI—must first be character-
ized in the laboratory by gonioradiometry, which
is standard practice for lighting fixtures. A brief
description of how gonioradiometry is done in the
lighting industry and modifications that were nec-
essary for gonioradiometry on fixtures designed for
upper-room UVGI are in the Appendix. A more de-
tailed description is given elsewhere (Zhang et al.
2012). Most laboratories that have the capability to
do gonioradiometry on visible lighting fixtures are
not presently set up to conduct gonioradiometry on
fixtures used for upper-room UVGI.

Gonioradiometry was not done on all of the
UV fixtures used in the experimental chamber and
homeless shelter; only representative fixtures of the
three model types that were used in this project were
evaluated. The wall fixture used in the experimental
chamber that was closest to the door, as shown in
Figure 1, was assumed to be representative of both
the Hygeaire model LIND 24-EVO wall fixtures
used in the experimental chamber and the model
LIND 24-EVO-2PM pendant fixtures used in the
homeless shelter; thus, the pendant fixture was as-
sumed to be equivalent to two back-to-back wall
fixtures. The corner fixture located in the back right
corner of the experimental chamber (top right cor-
ner in Figure 1) was assumed to be representative
of the other three Lumalier model CM-218 corner
fixtures used in the experimental chamber. Gonio-
radiometry was also done on the Lumalier model
PM-418 pendant fixture used in the experimental
chamber. Gonioradiometry is also an accurate way
to characterize the UV power output of a fixture.
If the electrical power input to the fixture is also
measured, the overall efficiency of the fixture can
be calculated.

When CAD predictions were compared with
measurements taken with the flat UV sensor, the
reflectivity of room surfaces was assumed to be 0%,
because with only a single UV fixture turned on, the
flat sensor would not be expected to detect much of
the reflections from room surfaces. When CAD pre-
dictions were compared with measurements made
with the cylindrical UV sensor and by chemical
actinometry, the reflectivity of room surfaces was
assumed to be 10%, because the cylindrical sensor
and the quartz spheres used for chemical actinome-
try are able to detect all of the reflections from sur-

faces in the room. In that 10% reflectivity is not very
significant relative to the direct UV radiation, lower
values of reflectivity will not alter the CAD pre-
dictions much. For CAD predictions for the home-
less shelter, 10% reflectivity is also a rcasonable
value because the walls and ceiling were painted.
Although the reflectivity of the paint was not mea-
sured, most paints have a reflectivity at 254 nm of
less than 10% (Ulrich and Evans 1976).

Statistical methods for validation
of CAD tool

Comparison of measured and predicted
average fluence rates

The choice of methodology for making a statisti-
cal comparison between the experimental measure-
ments and predictions from the CAD tool depends
on the objective. For design of an upper-room UVGI
installation, NIOSH (2009) recommended that the
average fluence rate in the upper room should be
in the range of 30-50 W/cm? (300-500 mW/m?)
based on research they sponsored at the University
of Colorado (Miller et al. 2002). Because of this,
the primary objective here was to compare mea-
surement and prediction of average fluence rates in
the upper room. Two related methods were used to
make this comparison: (1) a paired #-test was used to
determine whether the null hypothesis that the aver-
age difference between the measured and predicted
fluence rates for each test site was equal to zero
could be rejected (that is, was the average difference
between a measurement and CAD prediction statis-
tically significant at 95% confidence?) and 2) the
average of the difference of the measured and pre-
dicted fluence rates and 95% confidence limits were
determined; an overlap of these confidence limits is
equivalent to a rejection of the null hypothesis.

Comparison of measured and predicted
fluence rates at specific locations

Although the average fluence rate in the upper
room is an important parameter for upper-room
UVGI, prediction of fluence rate at a specific lo-
cation in the upper room is also of considerable
interest. Thus, experimental measurements and pre-
dictions from the CAD tool at specific locations in
the upper room were also compared. A common
procedure for evaluating agreement between a pair
of numbers obtained by two different instruments or
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methods is to make a scatter plot of one of the pairs
versus the other and calculate a correlation coeffi-
cient. As pointed out by Altman and Bland (1983),
this approach is misleading because it analyzes the
strength of the relationship between the pair, not
agreement. They instead proposed a graphical ap-
proach, which has been adapted for comparison of
two fluence rates, one measured and the other ob-
tained from a predictive model.

In the simplest form of this approach, the flu-
ence rate, which is estimated as the average of a
measured and predicted fluence rate, is plotted on
the horizontal x-axis versus their difference on the
vertical y-axis. The horizontal line, y = mean differ-
ence, represents what is called the bias line. Perfect
agreement between the two methods would corre-
spond to a horizontal line coincident with the x-
axis. Two other horizontal lines corresponding to the
mean difference between the pairs +1.96 standard
deviations of the differences are also plotted. These
lines, which are called the 95% limits of agreement
(LOA), provide an interval within which 95% of the
differences would be expected to lie. This type of
plot, which has been widely used in the medical lit-
erature to compare two instruments or methods used
for clinical measurements, is usually referred to as a
Bland—Altman plot. How closely two methods must
agree with each other to be acceptable requires judg-
ment as to how close the agreement needs to be for
a particular application.

One difficulty when determining fluence rate in
the upper room using two different methods is that
the values for fluence rate cover a large range. In
general, the magnitudes of the difference increase
as the fluence rate increases. Thus, rather than ex-
pecting a constant difference, the difference would
be expected to be closer to directly proportional
to the magnitude of the fluence rate. This suggests
that the values should be log-transformed; that is,
the Bland—Altman plot should be a plot of the dif-
ference between the logs of the values versus the
average of the logs (Bland and Altman 1986). This
turns out to be exactly equivalent to plotting the
ratio of the two values on the vertical axis against
their gcometric mean on the horizontal axis, with
logarithmic scales for both axes. When making this
modified Bland—Altman plot, the 95% LOA cannot
be specified in terms of the arithmetic mean £1.96
standard deviations. Rather, the 95% LOA will be
given as the geometric mean multiplied or divided
by a dimensionless factor equal to the geometric
standard deviation raised to the 1.96 power.

Despite the use of the log-transformed values
rather than the actual measured and predicted val-
ues, the magnitude of the differences between the
log-transformed values may not be independent of
the fluence rate. Thus, instead of using the arithmetic
average value of the difference in the logs to define
a horizontal bias line, the bias line can be obtained
from a linear regression of the difference between
the log of the values versus the arithmetic average
of the log of the values (Bland and Altman 1999) or,
equivalently, the ratios versus the geometric means.

Results

Validation of a CAD tool based on
measurement of average fluence rate

Table 1 compares average CAD-predicted flu-
ence rates in the experimental chamber with
measurement-based estimates of fluence rate us-
ing three sensing devices: (1) a flat sensor, (2) a
cylindrical sensor, and (3) a chemical actinometer.
The percentage difference using the measured av-
erage fluence rate as a basis was less than 10%
for all measurement methods used. A paired -test
was used to test the null hypothesis that the average
difference between the measured fluence rate and
CAD-predicted fluence rate at specific locations was
equal to zero. As shown in Table 1, the null hypoth-
esis could not be rejected at 95% confidence for the
flat sensor (p = 0.62 for n = 258 measurements) or
chemical actinometry (p = 0.12; n = 97), but it was
rejected (p = 0.013; n = 258) using the cylindrical
sensor.

Table 1 also compares average CAD-predicted
fluence rates in a homeless shelter with measure-
ments using the cylindrical sensor. Initially, agree-
ment was rather poor. For the “original” predictions
shown in Table 1, the percentage difference was
50% of the measured average. Based on a paired
t-test, the null hypothesis was rejected at very high
confidence (p = 1.3 x 1072 for n = 1100 measure-
ments).

In order to try to explain this discrepancy, addi-
tional irradiance measurements were made that were
independent of the measurements being compared
to the CAD-predicted fluence rates; for these in-
dependent measurements, the maximum irradiance
was measured at a distance of 3 ft (0.914 m) from
each face of the fixtures. These irradiances were
used as benchmarks for the UV power output of the
fixtures. As shown in Table 2, these benchmarks
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Table 2. Maximum irradiances at 3 ft (0.914 m) from faces of UV fixtures in homeless shelter.

Height above floor, Maximum irradiance, Correction
Fixture/face” in. (m) uW/cm? factor”
#1/North 1109 (2.77) 229 00.84
#1/South 1108 (2.74) 190 00.69
#2/North 1109 (2.77) 195 00.71
#2/South 1109 (2.77) 154 00.56
#3/North 1104 (2.64) 178 00.65
#3/South 1106 (2.69) 170 00.62

“See Figure 2.

PMaximum measured irradiance divided by 274 xW/cm? (2.74 W/m?), which was predicted by the CAD tool based on gonioradiom-

etry.
varied from 154 puW/cm? to 229 puW/em?
(1.54 W/m? to 2.29 W/m?) for each of the two faces
of the homeless shelter’s three two-way Hygeaire
model LIND 24-EVO-PM. However, based on go-
nioradiometric measurements, the CAD tool pre-
dicted a maximum irradiance of 274 puW/cm?
(2.74 W/m?) at a distance of 3 ft (0.914 m) from
each face of these three fixtures. This predicted max-
imum irradiance was significantly larger than all of
the measured maximum irradiances. Lamp, ballast,
and fixture performance degrade over time due to
many factors, so the fixtures’ loss of UV power was
not surprising. Correction factors for each face of
the three fixtures, which are listed in Table 2, were
calculated by dividing the maximum measured ir-
radiance at a distance of 3 ft (0.914 m) from each
face of the fixture by the maximum predicted irradi-
ance of 274 W/cm? (2.74 W/m?). For each fixture
face, the gonioradiometric measurements were then
multiplied by this correction factor. These corrected
gonioradiometric measurements were used as input
to the CAD tool for the purpose of predicting the flu-
ence rate field attributable to each face of the three
fixtures.

After applying these correction factors, the per-
centage difference between the average predicted
fluence rates and average measured fluence rates in
the homeless shelter was equal to 0.28%. A paired
t-test did not reject the hypothesis that the average
difference between measured and CAD-predicted
fluence rates was equal to zero (p = 0.93 for n =
1100).

Comparison of measured and predicted
fluence rates at specific locations

Figures 3, 4, and S are Bland—Altman plots com-
paring measured and CAD-predicted fluence rates

at specific locations in the experimental chamber us-
ing the cylindrical sensor, flat sensor, and chemical
actinometer, respectively. Figure 6, which is based
on the corrected fluence rates, is the Bland—Altman
plot for the sitting room of the homeless shelter us-
ing the cylindrical sensor. In these figures, the ratio
of the measured (M) to predicted (P) fluence rates
is plotted on the vertical axis versus their geomet-
ric mean on the horizontal axis; that is, M/P versus
V/MP. The bias line, which is labeled as such in Fig-
ure 3 but not on the other figures, on average, gives
the ratio of measured to predicted fluence rates as
a function of the geometric mean fluence rate. The
bias line crosses the horizontal axis when, on av-
erage, the measured and predicted fluence rates are
equal; that is, their ratio is equal to one. In Figures
36, this ratio was equal to one when the geometric
mean fluence rates were 51, 38, 37, and 19 ©W/cm?
(510,380, 370, and 190 mW/m?), respectively. How-
ever, when the ratio, on average, was equal to one,
95% of the ratios were between 0.52 and 1.9, 0.47
and 2.1, 0.52 and 1.9, or 0.44 and 2.3, respectively.
At lower fluence rates, the ratio tended to be less
than one, whereas at higher fluence rates, the ratio
tended to be greater than one.

Comparison of measured UV power
output of fixtures

Gonioradiometry was done on the three types of
UV fixtures used in this study specifically because
it is a necessary input for predicting fluence rate
with the CAD tool. An added benefit of these mea-
surements is that UV power output of these fixtures
can be accurately determined. For the three fixture
types, UV power output, electrical power input, and
efficiency based on UV power output of the lamps
or electrical power input to the fixture are given in
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Figure 3. Comparison of measured and predicted fluence rate for cylindrical sensor in experimental room (color figure available
online).

Table 3. The Lumalier model PM-418 pendant fix- The UV power output of 0.473 W for the
ture had the highest UV power output of the three Hygeaire model LIND 24-EVO fixture is in ex-
fixtures tested (0.59 W), but its efficiency based on  cellent agreement with the 0.45 W reported else-
either UV output of the lamp or electrical input was ~ where (Rudnick and First 2007), which was based
only about half that of the Hygeaire model LIND-  on a different measurement methodology. The UV
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Figure 4. Comparison of predicted and measured fluence rates for flat sensor in experimental room (color figure available online).
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Figure 5. Comparison of measured and predicted fluence rates by actinometry in experimental room (color figure available online).

CM-218 corner fixture, however, is in rather poor
agreement with the estimated 0.05 W reported else-
where (Rudnick and First 2007), which was based
on an assumption that may be invalid. The estimate
of 0.05 W was based on measurements made by
Dumyahn and First (1999) that gave a UV power
output of 0.025 W for an earlier model Lumalier
corner fixture containing one 18-W folded compact
lamp that was believed to be essentially the same as
the Lumalier model CM-218 corner fixture except
that the latter fixture contained two 18-W folded
compact lamps.

Table 3. UV output of fixtures based on gonioradiometry.

Discussion

Comparison of measured and predicted
average fluence rates

As originally conceived, the primary objective
was to validate CAD predictions of average flu-
ence rate in the irradiated zone of a room equipped
with upper-room UVGI by comparing them to mea-
surements made in an experimental chamber where
conditions could be well controlled. In addition, an
attempt was made to confirm this validation in a

UV power
output, W Efficiency
Fixture Electrical UViture! UVfixure!
type Manufacturer Model Lamps® Fixture power input, W UVy,,,* Electricity
Wall Atlantic Hygeaire 8.5 0.473 26.0 5.56% 1.82%
Ultraviolet Model LIND
24-EVO
Corner Commercial Lumalier Model 11 0.128 36.6 1.16%  0.350%
Lighting Design ~ CM-218
Pendant Commercial Lumalier Model = 22 0.591 68.3 2.68%  0.865%
Lighting Design ~ PM-418

Nominal.
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Figure 6. Comparison of predicted and cylindrical-sensor measured fluence rates in sitting room of New York City homeless shelter

(color figure available online).

real-world location where upper-room UVGI was
currently in use. The sitting room of a homeless
shelter where UVGI fixtures had been in contin-
uous operation for over 7 years was chosen for
this confirmation. As shown in Table 1, for both
the experimental chamber and the homeless shelter,
measured and predicted average fluence rates were
in excellent agreement for the three types of sen-
sors used, although a few caveats must be noted. In
this study’s experimental chamber, the predicted and
measured average fluence rates were within 1.3%
for the flat sensor, 7.4%, for chemical actinometry,
and 9.3% for the cylindrical sensor. Based on the
outcome of paired t-tests, also shown in Table 1, the
null hypothesis—the premise that the difference be-
tween the measured and predicted fluence rates was
equal to zero—could not be rejected at 95% confi-
dence for the flat sensor or chemical actinometry;
however, it was rejected for the cylindrical sensor
(p = 0.013), in part, because the number of pairs
was fairly large (n = 258). For practical purposes,
however, a 9.3% difference between predicted and
measured values is nevertheless a reasonably accu-
rate prediction. In the sitting room of the homeless
shelter, the predicted and measured average fluence
rates were within only 0.28% after predictions were
corrected for the reduced output of the relatively

old fixtures in use at the shelter. Thus, the CAD
tool appears to be able to predict average fluence
rate fairly well, and it should, therefore, be helpful
in determining the number and type of UV fixtures
necessary for the control of airborne transmission
of infectious particles in a room.

One caveat, however, is that for the homeless
shelter, the original predicted average fluence rate
was almost 50% greater than the measured average
fluence rate. By taking benchmark readings, it could
be shown that all of the fixtures, which had been
in continuous use in the homeless shelter for more
than 7 years, were putting out less UV radiation
than newer fixtures. The CAD predictions were then
scaled to account for the differences in UV output
of these fixtures, resulting in the 0.28% difference
in measured and predicted values, although admit-
tedly this is much better agreement than could be
realistically expected. Although no specific reasons
were found for the reduced output of these fixtures,
the use of these fixtures continuously for over
7 years may have been the cause. Improvements in
fixture design may also have taken place without
the model number being changed. The fixtures used
in the experimental chamber were not benchmarked
because they were all relatively new and had very
limited usage. When attempting to benchmark
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these fixtures later, for various reasons it was
not possible. In retrospect, it appears to be good
practice to benchmark all fixtures, because no
two fixtures are identical, particularly after heavy
usage; then, CAD predictions can be adjusted
appropriately. Even if prediction of average fluence
rate is not being made, benchmarking fixtures a few
weeks after installation and periodically thereafter
will provide assurance that fixtures are operating
properly.

Another concern was that the exact reflectivities
of'the surfaces in the experimental chamber or in the
sitting room of the homeless shelter were not known.
Measurements on the walls and ceiling in the ex-
perimental chamber indicated that their reflectivity
was less than 10%, and this value is also reasonable
for most paints (Ulrich and Evans 1976). As shown
in Table 2, the CAD-predicted average fluence rate
for 264 test sites in the experimental chamber was
20.4 uW/cm? (204 mW/m?) for 0% reflectivity; in-
creasing reflectivity to 10% resulted in a prediction
of 21.2 uW/ecm? (212 mW/m?), only a 3.9% in-
crease in fluence rate. Thus, accurate knowledge
of reflectivity is not very important when reflectiv-
ity is less than 10%. In addition, as long as reflec-
tivity is underestimated, the prediction of fluence
rate in the upper room will err on the conservative
side.

As shown in Table 2, the predicted average flu-
ence rate assuming that chamber surfaces had 0%
reflectivity was only 1.4% higher than the measured
average fluence rate using the flat sensor. If reflec-
tions were significant, then agreement would be ex-
pected to be much poorer. Thus, when surface re-
flectively is not significant—or at least not greater
than 10%—it is reasonable to assume that fluence
rate can be estimated reasonably well by summing
the planar irradiances attributable to each fixture
while other fixtures are turned off.

Comparison of measured and predicted
fluence rates at specific locations

An algorithm that can predict accurately the ef-
fectiveness of upper-room UVGI requires three sep-
arate physical models.

1. A model that can predict the location of infec-
tious particles over time is essential. Computa-
tional fluid dynamics (CFD) has the capability
to predict a particle’s pathway.

2. A model that can predict the fluence rate at any
desired location, such as the CAD tool described
above, is also necessary. Together, CFD and the
CAD tool have the capability to predict the UV
dose, that is, the total UV energy impinging on an
infectious particle from when it enters the room
to when it is inactivated or exits the room.

3. A model that predicts the probability that an in-
fectious particle will be inactivated based on the
UV dose received is also required.

In order to determine if the CAD tool was ade-
quate to serve as the second model listed above, ex-
perimental measurements and predictions from the
CAD tool at specific locations in the upper room
needed to be compared. The Bland—Altman plots
in Figures 3 through 6 serve this purpose. All of
these plots show two similarities: (1) the bias line
always has a positive slope; that is, the ratio of mea-
sured to predicted fluence rate tends to increase as
fluence rate increases and (2) the bias line always
crosses the horizontal axis; thus, at an intermediate
value of fluence rate, the measured and predicted flu-
ence rates are, on average, equal. The fluence rate
at which the measured and predicted fluence rates
are equal varied from 19 pW/cm? to 51 pW/cm?
(190 mW/m? to 510 mW/m?), depending on mea-
surement method. In this range of fluence rate, the
CAD tool is most accurate, although the rather wide
95% LOA suggests that it is not really very accu-
rate. The 95% LOA for all methods of measurement
ranged from a ratio of measured to predicted fluence
rate of approximately 0.5 to 2; that is, 95% of the
ratios were spread out over a four-fold range. There-
fore, prediction or measurement of fluence rate at a
specific location, or perhaps both, is prone to rather
large errors, and the CAD tool should be used in
conjunction with CFD software with caution at the
present time.

Other than deficiencies in the CAD tool (see Ap-
pendix), measurement equipment, and calibration of
instrumentation, there are a number of reasons that
could cause a predicted fluence rate at a specific test
site to not match a measured fluence rate.

1. Due to the louvers, the irradiance field from the
UV fixture contains discontinuities; that is, the
irradiance can change very abruptly at a par-
ticular location (Rudnick 2001). The closer the
measurement point is to the fixture, the more
significant the discontinuity can be.
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2. The various sensors have dissimilar sizes and
shapes, and they must be oriented differently;
thus, it is only possible to estimate the fluence
rate at a specific point in space. In addition, the
average fluence rate over the surface area of any
of the sensors is what is really being measured.

3. The louvers slant slightly upward by design, so
that the UV beam will rise slightly in the range
of 3° to 7°. This angle at which the beam rises,
however, can vary, because the fixture may not
be perfectly leveled or due to variation from one
fixture to another. The farther the measurement
point is from a fixture, the greater the percentage
error is likely to be.

Thus, in addition to the usual measurement er-
rors, small errors in the geometric relationship be-
tween the fixture and measurement location can have
a significant impact on the agreement between mea-
surements and CAD predictions. Further work needs
to be done to determine whether this geometric rela-
tionship is the primary cause of the poor agreement
between measured and predicted fluence rates that
were observed at a specific test site.

Comparison of measured UV power
output of fixtures

The UV power output for the three fixtures used
in this study varied considerably—0.13 W for the
Lumalier corner fixture, 0.47 W for the Hygeaire
wall fixture, and 0.59 W for the Lumalier pendant
fixture. For purposes of designing a UVGI installa-
tion, these values are crucial because the UV power
exiting a fixture is probably the best single-number
characterization of a fixture’s potential for disinfec-
tion of upper-room air (Rudnick 2001). However,
more important for choosing a UV fixture, perhaps,
is the overall efficiency of the fixture; that is, the per-
centage of the electrical input that exits the fixture
as UV radiation. The Hygeaire wall fixture with an
overall efficiency of 1.8% is more than twice as effi-
cient as the Lumalier pendant fixture and more than
five times as efficient as the Lumalier corner fixture.

Conclusions

Based on experimental measurements in a room-
size chamber using three different types of UV sen-
sors and in a homeless shelter employing the sim-
plest of the three sensors to use, validation was
provided that a newly modified CAD tool origi-

nally designed for interior lighting could be used
to make reasonably accurate predictions of aver-
age fluence rate in the irradiated zone of a room
with upper-room UVGI installed. This capability
should be useful for providing help in determining
dosing requirements for upper-room UVG]I, that is,
determining the number and type of UV fixtures
necessary for the control of airborne transmission
of infectious particles in a room. This CAD tool,
however, did rather poorly when predicting fluence
rate at a specific location in a room. This failure
was unfortunate because the successful mating of
CFD with the CAD tool has the potential to predict
the effectiveness of upper-room UVGI over a wide
range of conditions. Further work is required to de-
termine why predicted and measured fluence rates
at a specific location were not more comparable.

Use of the CAD tool requires gonioradiomet-
ric measurements to be made in the laboratory on
representative UV fixtures. Although it was not an
objective of this study, it was found that the three
commercial UV fixtures evaluated in this study by
gonioradiometry have significant differences in ef-
ficiency, that is, the ratio of the fixture’s UV power
output to the electrical input to the fixture. One of
these fixtures has an efficiency that was more than
five times that of one of the other fixtures. Thus,
there is a need for commercial UV fixtures to be sub-
jected to standard tests to evaluate their efficiency,
which would then allow end users to select UV fix-
tures that do not needlessly waste electricity.
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Appendix: Prediction of fluence
rate using a CAD tool

Visual"™(Acuity Brands Lighting, Conyers,
GA), which is application software designed for
analysis of architectural lighting layouts, is provided
to the lighting community for use in designing and
specifying lighting systems. Visual’s ability to pre-
dict physics-based point illuminance values in space
along with its robust sct of visualization and analysis
tools make it a suitable candidate for the incorpo-
ration of UVGI calculations. Only minor changes
were required to extend Visual’s calculation engine
to UVGL

Visual is lighting software and, as such, is built
around the quantities and units of measurement
used in illuminating engineering, such as lumens,
luminous intensity (candela), luminance, and illu-
minance. All of these terms are specific to the mea-
surement of visible light. For use with UVGI, Visual
was modified to use the corresponding radiometric
analogs where appropriate. For example, watts are
substituted for lumens, radiant intensity for lumi-
nous intensity, radiance for luminance, and irradi-
ance or fluence rate for illuminance.

The calculation of irradiance at a point in space is
onc of Visual’s primary functions. Point irradiance
can be considered as composed of two separate com-
ponents: (1) a direct component due to line-of-sight
flux from all radiant sources and (2) an interreflected
component due to flux reflecting between surfaces
in the space and ultimately arriving at the point. Vi-
sual determines the direct component of irradiance
using a contour integration method (DiLaura and
Quinlan 1995). This method allows Visual to ac-
count very accurately for the total flux emitted by a
source, as opposed to earlier approaches that usually
involved discretizing each source into small pieces
in order to maintain far-field integrity. Visual deter-
mines the interreflected component of irradiance by
using the principles of radiant energy transfer to set
up and solve a system of linear equations (O’Brien

1955; O’Brien and Howare 1959; Dilaura 1982,
1996; Santoro 1996). This approach is distinct from
the common approach of ray tracing. Although both
approaches are physics based, there are benefits and
trade-offs to ecach method. In general, radiant trans-
fer engines are much faster than ray tracing, but
particular assumptions about the physical proper-
ties of the system must be met. The three primary
assumptions are as follows: (1) each surface is a
perfectly diffuse reflector, (2) the reflected radiance
of each surface is homogeneous, and (3) each sur-
face exhibits a constant spectral reflectance through
the spectral region of interest. Fortunately, the re-
quirements for radiative transfer are reasonable and
easily met for most architectural lighting situations
and for UVGI, so the radiative transfer approach is
appropriate. It does mean, however, that Visual can-
not accurately model specular surfaces, such as a
mirror or polished stone.

The calculation of fluence rate required some
modification of the calculation engine. This quantity
has a lighting analog, spherical illuminance, but this
latter parameter is not used in practice, and so was
not calculated by Visual. The modifications, how-
ever, are straightforward, as fluence rate is the gen-
cral casc of directional irradiance. Equations used
for determination of directional irradiance were
re-derived without consideration of the angle of
incident flux, with the end result being fluence
rate. Additionally, a new visualization technique was
added to the modeling environment to interpret the
results of the fluence rate calculation. A volumetric
rendering technique, “Marching Cubes” (Lorensen
and Cline 1987), was implemented so that the user
can visualize the volume of space that is irradiated
by a UVGI system and obtain metrics that deter-
mine the total percentage of the upper-room volume
that is above a threshold fluence rate level. Another
visualization tool added specifically for UVGI anal-
ysis is the ability to scale a radiometric indicatrix,
displayed with each UVGI fixture, to a given flu-
ence rate threshold. This effectively shows the “kill
volume” produced by each fixture and aids in the
initial layout of the system.

A final and significant limitation to Visual’s pre-
dictive ability is the nature and quality of the radio-
metric data that the software uses to model fixture
output. The convention in the lighting industry is
to use “far-field” photometric data, which is gen-
erally only acceptably accurate for discrete point
illuminance calculations at distances that are more
than five times the largest dimension of the fixture
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(effectively modeling the fixture as a point source).
This limitation of photometry means that Visual
cannot account for near-ficld photometric cffects
and must treat all luminaires as homogeneous
over their luminous extent. For example, the near-
field shadowing effect of the baffles of a UV fix-
ture is not modeled by Visual and will result in
extreme discrepancies between predicted irradi-
ances or fluence rates and real-world measurements.
There are approaches that can mitigate or elimi-
nate this problem (e.g., application distance pho-
tometry, luminance field photometry, and luminance
scan photometry), but none of these approaches
has yet been accepted into practice by the lighting
industry.

Gonioradiometric evaluation
of representative UV fixtures

A new protocol for gonioradiometry of UV fix-
tures was developed based on standard methods
for photometry and reporting of general fluores-

cent lighting fixture data (IESNA Testing Proce-
dures Committee 1998). A moving-mirror, Type-C
goniophotometer (Independent Testing Laborato-
ries, Boulder, CO) was equipped with a specialized
UVGI reflective mirror (Milcure 1000 aluminum
reflector sheet, Miltec UV, Stevensville, MD) and
GigaHertz-Optik model P9710 optometer with
model UV-3718-2 flat UV sensor (Puchheim, Ger-
many). Each UV fixture tested was mounted in the
radiometric center of the gonioradiometer, and the
mirror was mechanically rotated around the fix-
ture while reflecting the radiant power to the UV
sensor located at a distance equal to five or more
times the largest dimension of the fixture and at the
same height as the radiometric center. A computer
recorded these three-dimensional UV data points
at a series of predetermined vertical and horizon-
tal angles (IESNA Testing Procedures Committee
2001). These data were recorded in an IES elec-
tronic file format (IESNA Testing Procedures Com-
mittee 2002), which was capable of being accessed
by Visual software.



