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Risk Assessment at the C ossroads of the 21t |
Century: Oppo..Jnities and Challenges for Research -

Leslie Stayner,!” Mark Toraason,? and Dale Hattis® _

IRisk Evaluation Branch, Education and Information Division, NIOSH C15, 4676
Columbia Parkway, Cincinnati, Ohio 45226; 2Division of Applied Research and
Technology, NIOSH; *George Perkins Marsh Institute, Clark Ul’llVCl‘Slty, 950
Main Street Worcester, MA 01610 :

INTRODUCTION _
Although one could say that assessing risks is as old as man, formalized human
health risk assessment is a relatively new discipline that has largely developed as a
result of environmental (U.S. Environmental Protection Agency [USEPA]) and:
occupational regulations (Occupational Safety and Health Administration [OSHA])
that were adopted in the 1970s. Court decisions, such as the U.S. Supreme Court’s
ruling on the OSHA benzene standard (Industrial Union Department v. American

Petroleum Institule, 448 US. ‘607, 655 [19801), have reinforced the requirements that :. -
these agencies make their best efforts to quantify risks and benefits when setting ; '

standards for protecting the public health. For better or worse, risk assessment has ..
become a sine qua non for regulatory decision making in the U.S.

CHALLENGES ‘ ‘
One word that would best describe the last 20 years of experience with risk
assessment in the U.S. is “controversy.” Performing quantitative assessments of risk
requires extensive toxicological dose-response information in animals and, to the -
extent possible, in humaiis. Controversy arises largely from the gaps in the scientific: -
data available for risk assessments, There is often considerable debate regarding the .
practice of predicting human risks based on outcomes in experimental toxicological
studies with their accompanying assumptions regarding similarities or differences in
interspecies metabolism of xenobiotic compounds (e.g.; Ames and Gold 1990).
Risk assessments based on epldemlologlc data are often no less contentious. For
example, risk analyses of the effects of diesel exhaust on human health has been the
subject of numerous analyses, reanalyses, and debates in the last decade (Crump

*  Corresponding author.
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Stayner et al.

2001; Dawson and Alexeeff 2001). There are many potential biases and other factors
in epidemiologic investigations that are difficult to control for and that can distort
the shape of the exposure-response relationship, such as the “healthy worker survi-
vor” effect (Steenland and Stayner 1991; Steenland ef al. 1996; Kolstad and Olsen
1999).

Methods used for performing risk assessments have also been a major source of
uncertainty and controversy. USEPA and other agencies have used the linear mul-
tistage model (Crump & al. 1976, 1977) for cancer risk assessment. This model has
been under considerable attack over recent years for its failure to consider possible
effects of carcinogens on cell growth and differentiation, and for ignoring alterna-
tives such as the “two-stage clonal expansion model” (Moolgavkar e/ al. 1980;
Moolgavkar and Knudson 1981; Moolgavkar 1994). In response, the USEPA (1996)
has developed draft guidelines for cancer risk assessment to address these issues.
However, the fact that these guidelines have been under review for the last 5 years
reflects the degree of debate over this issue. Simitar debates exist over current
methods for assessing noncancer risks, particularly over the continued use of the no
observed adverse effect level (NOAEL) and uncertainty factors for determining
“safe” levels of exposure and alternative methods have been proposed (Bailer ¢ al.
1997; Hattis 1998; Hattis e/ al. 1999; Hattis e/ al. 20C2).

Controversy also surrounds risk assessment because it provides the scientific basis
for regulations that have major social and fiscal implications. Groups most affected
by these regulations frequently raise questions about either the data and/or the
methods used in risk assessments as a means of either strengthening or weakening
the proposed regulation. The net effect of these debates has often been to delay the
finalization of a risk assessment and associated regulatory actions. Diesel exhaust
particulates (DEP) is a classic example (see Figure 1) of how difficult the risk
assessment process has become for many regulatory agencies (Stayner et al. 1999).
The USEPA initiated its efforts to assess the potential lung cancer risk associated
‘with environmental exposures to DEP before 1980 (Albert et al. 1979, Albert, 1983).
In 1987 the USEPA formally reinitiated its efforts, and after four drafts the risk
assessment was just recently approved for finalization by their scientific advisory
committee and it is anticipated that this assessment will be published in the next few
-months. Thus, it has taken the USEPA more than 20 years to complete its risk
assessment for DEP. The USEPA risk assessment for dioxin has taken nearly aslong -
and has also not yet been finalized.

The process of risk assessment and regulatory actions has been equally difficult
in the occupational arena. To illustrate this, the number of occupational permissible
exposure limits (PELs) set by OSHA since its existence is presented in Figure 2. OSHA .
set a relatively large number of RELs in the 1970s with a peak of 15 standards in .
1974. There appears to have been a clear drop off in standard setting after the
benzene Supreme Court case in 1980, which made the quantification of risks and
benefits a requirement for setting standards. Only 10 standards have been set since
1980. In the last 4 years, OSHA only finalized one standard, the ergonomics rule -
(CFR, 29CFR 1910.900). However, this rule was just recently overturned by Congress
under the Congressional Review Act of 1996. The development of NIOSH Recom-
mended Exposure Levels (RELs) has been nearly as slow, as illustrated in Flgure 3
with only 6 new RELs set in the 1990s.
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Risk Assessment at the Crossroads

presentations in this special issue (Morgan 2002). The recent announcement of the
successful mapping of the genome (Lander ¢ al. 2001) is clearly going to usherin a ..
whole new era in our understanding of the molecular basis for diseases including
those induced by environmental agents. Future risk assessments will need to address
how the risk associated with a particular agent are modified by genetic characteristics.
Current mechanistic models for cancer (e.g., multistage and 2-stage clonal expansion)
will need to be modified to fit our increasingly complex knowledge of the carcino-
genic process. Toxicologic bioassays may be improved so that they more accurately
predict human risk, and require less time and resources to perform. Handling the vast
amount of information generated from the high output DNA assays will present a
challenge for risk assessors, and will require the development of new methods.
The explosion of information available for risk assessments in the future will also
provide an even greater burden on risk assessors to develop methods that are not
overly complex. Silbergeld (2002) has a clear warning to the risk assessment com-
munity that current risk assessments are already too complex, which contributes to
distrust on the part of . the general public. In developing new methods we should
bear this warning in mind and remember the principle of Ockham’s razor, which
for risk assessment might state that the simplest model that adequately explains a
phenomenon is probably the most useful. On the other hand, we might also
consider that Einstein reportedly said that theories should be as simple as possible,
but no simpler. The balance between faithfulness to our mechanistic understanding
and simplicity in describing limited available data is addressed by Krewski ef al.
(2002) in these proceedings. Clearly, with the explosion of genetic and other
mechanistic information that will be available to us, striking this delicate balance is
probably the greatest challenge that risk assessors will face in the future.
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Finkel

of environmental and occupational hazards tidy and uncontroversial. I will present
a short list at the end of this talk, so as not to disappoint (unless the substance of
my suggested priorities does that for me). But first, I want to try to do something I
hope will prove more useful: to step back and ask what we are trying to fix here—
and why—before unrolling the laundry list of desirable research projects. Inasmuch
as we are all going off to breakout groups to vote on which research questions are
most meritorious, it might help to have a common vision (or at the very least an -
- appreciation of the diversity of possible visions) of what kind of party we’re planning , .

before we vote on the menu.

To tackle the “why” question first, I start from the premise that for risk assessment
to be more useful and beneficial, it needs to perform well along various dimensions:

* Producing estimates of both individual risk (probability of harm) and popu-
lation risk (aggregate harm) that are reliable enough to lead us toward sound
decisions—both with regard to what hazards to address (priority-setting) and
how to address them;

¢ Allowing individual decision-makers (citizens, consumers, workers, parents)
and social decision-makers (regulators, judges, legislators) to choose the best
decision according to preferences they specify,?

¢ Allowing consumers of risk assessment information, who are willing to putin
some effort of their own, to understand the strengths and limitations of the
analysis itself, and to assess what information might be worth deferring a
decision in order to obtain.

These attributes—to oversimplify, “accuracy,” “honesty” and “transparency”—are
indispensable and make all the analytic work worthwhile, even though they some-
times conflict with each other and can each be taken to undesirable extremes

(Hattis 2000).

A SENSE OF WHERE WE ARE

To debate how risk assessment research can improve the stafus guo, and to narrow
down which research initiatives deserve highest priority, we also need a snapshot of :
what 30 years of building a risk assessment system has brought us. Let me begin’
sketching this out with five generalizations, designed as all generalizations are to .
capture something fundamental while admittedly doing some violence to the de-
tails.

1. Current QRA methods often predict population risk with surprising accuracy. I refer .
here to the few data sources we have to compare predictions of excess human
risk derived from animal experimentation to actual enumeration of excess
morbidity or mortality. Such comparisons, as the U.S. Environmental Protec-

2 I contrast this to the decision that is only best given a hidden, and perhaps manipulative
set of preferences (such as extreme risk-aversion or (more commonly) the strange belief
that errors resulting in needless expenditures to control risks are exactly equivalent to
errors causing needless human suffering or ecological damage, “suitably monetized”).
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. does not need to consider adjusting its cancer risk assessments to account for
individuals of above-average susceptibility, because “linear extrapolation is
sufficiently conservative to protect public health,” but then cites as support for
this proposition evidence that “linear approaches... from animal data are
consistent with linear extrapolation on the same agents from human data
(Goodman and Wilson 1991; Hoel and Portier 1994).” Of course, if linear
extrapolation indeed yields reasonable predictions of risk to the individual of
average susceptibility, it cannot also be sufficiently conservative to protect
persons of above-average susceptibility! o

4. When QRA does miss the mark, it misses badly, due to faulty model assumplions. The
“half full” optimism of the first two generalizations above needs to be tem-
pered with the sober observation than on occasion, we have learned how error-
prone risk assessment can be. Certain substances which would appear to be
likely human carcinogens turn out to cause animal tumors via processes
unlikely or impossible to occur in people, while in other cases (notably.
cigarette smoke), relying on exculpatory evidence from bioassays would have
been folly. In exposure assessment, models are rarely qualitatively wrong, but
still we sometimes fail to apply the right models in the right situation—which -
is really what happens whenever we end up saying “we found quantities of
substance X when we didn’t expect to find them” or. “we measured the
environment or human beings and didn’t find any substance X even though
our predictions said we would.”

5. When such “model uncertainty” looms large, it is “bad science” lo conceal the controversy,
either by refusing lo consider credible allernatives lo a defaull model or by rushing lo
declare the default model “dead. 1 hope this is an uncontroversial statement, and
that anyone particularly aggrieved by one of these two types of abuses will be
able to acknowledge that the opposite problem occurs no less frequently in
public discourse about chemical risks. We tend to either give short shrift to
promising new ways to look at the science or else switch—too soon for some
critics, too late according to others—to a new model with no allowance for the

- possibility that the old approach may still be quite credible. It stands to reason -
that except in the rare cases where one definitive publication “rocks the
world,” data accrue to support a theory (and in so doing cast doubt on
currently-used assumptions) gradually rather than instantaneously. This sug-
gests that instantaneous shifts from not mentioning a new approach to not

- mentioning the old one are failures of risk communication. 4

I will later provide some recommendations for how we might accommodate new
model information when our knowledge paints a picture in shades of gray rather
than black or white. However, I strongly believe that one way not to manage model -
uncertainty is so tempting and so wrong-headed it deserves mention as a corollary.-
Taking two or more fundamentally incompatible scientific theories and * averaging
them together”—that is, concocting a risk prediction based on a “probability™
weighted sum of the estimates each model produces—is worse than arbitrarily using
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one theory only, because the former practice can be said to yield a “best estimate”
of risk, a siren’s song if ever there was one.

Even if you believe in expected-value dec151on—makmg (and volumes have been
written on the limitations of “the greatest good for the greatest number” as a
precept), surely you should at least know how to choose correctly under this
framework. Unfortunately, proponents of “decision-making by expected-value” have
thoroughly confused two basic concepts and are thus unable to choose (or advise)
correctly. The decision that yields the greatest expected value over an uncertain
spectrum of possible outcomes is generally nof the decision that follows if the
outcome was known with certainty to be equal to its expected value (which is the
trap “best estimate” decision-making leads one into). To belabor a parable I've used
to excess elsewhere (Finkel 1996), if competing scientific theories predict either
that a hurricane brewing in the Gulf of Mexico will turn west and hit New Orleans
or turn east and hit Tampa, it makes no sense to “average” the predictions together
and evacuate (or warn) the residents of Mobile. ‘

The only way to determine “the greatest good for the greatest number” in
such a case is to compare the costs of incorrectly evacuating Tampa given the
probability that the hurricane will hit New Orleans, versus the costs under the

converse situation. The interplay of probabilities and costs (in turn related to
the number of lives that might be lost in either city, the difficulty of evacuating
residents of either location, etc.) determines which of the two sensible decisions
is superior “on average.” For this reason, the 1994 National Academy of Sciences
committee charged with evaluating USEPA’s risk assessment methods warned
against indiscriminate use of central-tendency estimates, especially when the
main thing we don’t know is which of two models is correct. We recommended
in Science and Judgment in Risk Assessment that “EPA should try to quantify the
parameter and other uncertainty that exists for each plausible choice of scien-
tific model,” but should not force all these uncertainties “under one roof,” and
certainly not present only a single point estimate concocted out of this misappli-
cation of decision theory. Note that we thought it sufficient to stress the logical
fallacy inherent in “model averaging,” despite the more obvious and well-studied
concern about the processes that would have to be used to derive the subjective
weights assigned to each model.?

STRUCTURED RESEARCH .

If this snapshot is even roughly correct, then I would argue that before we can
identify worthwhile research endeavors, we need to develop guidelines for how to
identify, communicate, and (most importantly) react to uncertainties in risk—both
of the quantitative variety (the sum of parameter uncertainty and inter-individual

3 When, as is often the case, the scientific controversy reduces to a choice between two
models, one that predicts substantial risk at current exposure levels and one that predicts
zero risk, the “best estimate” if the models are to be averaged becomes entirely a function
of the fraction of “experts” surveyed who believe the former model is correct. Thus, the
choice of a single expert over another in a group of 10 could cause the “average risk” to
be cut by half.

Hum. Ecol. Risk Assess. Vol. 8, No. 6, 2002 1207



Finkel

variability) and qualitative variety (the fundamental model choices referred to
above). Such “ground rules” would enable decision-makers to:

¢ Find the strength to avoid “paralysis by analysis"—either the familiar inability
to choose if and how to control a hazard because there will always be another
study to commission, or the utter catatonia of not even being able to start
reducing uncertainty out of despair over how intractable it seems;

o Identify the critical contributors to uncertainty, in order to estimate how much
more robust the apparently best available control decision would be if each
component uncertainty was resolved. This estimation relies on the “quantita-
tive value-ofiinformation” approach developed several decades ago (Raiffa and
Schlaifer 1961; Morgan and Henrion 1990) and more recently applied to the
environmental risk assessment paradlgm (Finkel and Evans 1987; Dakins et al.
1996);

¢ Provide sensible incentives for needed research to occur, grounded in a sober
assessment of who controls resources and what motivates them to allocate -
resources to research rather than to any other use; and -

¢ Empower risk managers to favor “erring on the side of safety” (or to favora
strategy biased toward protecting financial interests, or any other calculus) in
the full light of day.

For me, the dilemmas surrounding model uncertainty are particularly more inter-
esting and deserving of elaboration here—but I would be remiss not to mention that

. several years ago, the Presidential/Congressional Commission on Risk Assessment
and Management threw a wrench into what seemed to be a growing consensus about
the need to better quantify parameter uncertainty. The Commission recommended
that analysts not routinely compute and report uncertainty in risk, on the grounds that
this would needlessly complicate matters, and confuse decision-makers and citizens
who would mistakenly tend to assume that all values were equally likely within an
interval given as the plausible endpoints of the magnitude of a risk. This latter
.objection, if valid, could be easily remedied by a bit of explanatory material, but I
believe the Commission fell into a2 more fundamental misunderstanding. Quantitative
.uncertainty analysis (QUA) does not have to burden decision-makers and the public_
with ranges and probability density functions rather than point estimates of risk; done
properly, it is instead a tool for replacing erroneous point estimates with valid ones.*

v . N . RN ‘ ‘

4 Curiously, the Coinmission was bullish on the need to rigorously quantify interindividual
variability in exposure at the same time it threw cold water on quantifying uncertainty
in potency or inter-individual variability in susceptibility (“The Commission strongly
supports using mathematical descrlptlonb of variability, partlcularly distributions of a

‘population’s possible contammant\exposure concentrations,” p.89). Since the addi- .
tional risk communication complexity is no different, I wonder whether this inconsis-
tency can be explained by the hope that full distributions of exposure would reveal how
conservative current methods of point estimation are in this part of the process (coupled .
perhaps with the concern that full distributions of potency, if brought to light, might -
reveal something quite different).
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modify each one of the default models and adopt some new alternative. Without the
forthright description of how we came to follow a “default pathway” through the
branching maze of inference points, we play into the hands of those who denigrate

the defaults as bureaucratic rather than scientific rules, or as “purely policy-driven.”
Without an explanation of the various sound theoretical bases for (and strong

empirical support for) linear extrapolation from relatively high exposures to a
‘carcinogen (exposures causing roughly 5 to 50 percent tumor incidence) to €xpo-
~ sures 10- to 100-fold lower, for example, the naive reader of a risk assessment mlght
"be ‘excused for bellevmg the propaganda that thls practice amounts to “ruler
" toxicology.”

More importantly, without the up-front criteria for telling the scientific commu-
nity what constitutes sufficient evidence to overturn a default in favor of an alterna-
tive, agencies will deservedly face severe criticism that each such decision is ad hoc—
succumbing to persuasive evidence can be derided as “giving away the store,” just as
holding on'to a time-tested default in the face of some preliminary (and dubious)
new hypothesis can be blasted as being immune to common sense. We in the agencies
owe it to those who want lo understand our decisions, and especially lo those who want to

. conduct fruitful research to influence our decisions, to spell out why we will act a cerlain way -
in the absence of evidence to the contrmy, and what we will need to be persuaded to change our
mmds
" To be sure, such criteria are inextricably bound up in policy choices. The height
of the hurdle required to abandon a default model annd replace it with an alternative
model can, in simplest terms, be very low—the general premise being something
like “move off the default whenever there is any evidence (of any quality) that the
alternative is reasonable”—or very high, ranging up to a rule such as “abandon the
default only when airtight evidence has proven beyond a shadow of a doubt that the
alternative is correct and the default is incorrect.” Within the infinité shades of gray
between these two extremes, we could adopt philosophies ranging from “a non-
trivial chance the alternative is more reasonable than the default,” through various
gradations of wanting “persuasive,” “compelling,” cr “clear and convincing” (but
not airtight) evidence before switching approaches.
Most of us believe that by and large, the current set of risk assessment defaults
tend to be somewhat “conservative,” although T believe it quite noteworthy that the -
. 1994 National Academy of Sciences committee (which encompassed experts who

worked for the chemical manufacturing industry as well as others who worked for
‘or with environmental advocacy groups) expressed the consensus view that because
cancer risk assessment currently treats all humans as having identical susceptibility,
~ asignificant “missing default” needs to be addressed for us to be confident that the
outputs of traditional cancer risk assessment do in fact tend to err on the side of
overestimation. The NAS panel went even further, and affirmed that a system based
on “conservative’ " defaults is the right way to begin—that the more we know, the less
_ _’protectlve we need to be. Our committee could have questloned this logic or
'concelvably even endorsed the mirror-image process, wherein we would start with -
-an “anti-precautionary” bias and allow or encourage research that would substitute
models that “erred against the side of safety” with conservative ones—more on this
later. But as night follows day, the acceptance of a system that starts with a conser-
vative stance means that the decision about how high an evidentiary hurdle we
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and financial realities weigh against conducting or funding research that has little
or no chance of ever being accepted. But an overly permissive standard threatens
research quality almost as severely. After all, why build a boat painstakingly, filling
in all the cracks, shoring up weak areas that might nor fail rapidly but will eventually,
when the buyer has already told you that it only has to look slightly better than the
old boat he already owns and no more questions will be asked? Consider, for
example, the default assumption that tumors produced in experimental animals are
considered relevant to humans. In a last-ditch attempt to block OSHA’s pending
regulation of methylene chloride, an industry trade association petitioned us to
declare that observed tumor responses in mice were irrelevant to humans, on the
grounds that the metabolizing enzyme had been found in the nuclei of some mouse
cells but purpotortedly could be shown predominantly in the cytoplasm of analo-
gous human cells. With several years’ hindsight, I remain confident that OSHA
would have correctly rejected this hypothesis (for a wealth of reasons detailed in the . -
preamble to the 1997 final rule, 62FR 1494-1619, esp. pp. 1517-1529) even ifwe had
used an exphc1t ‘the more reasonable model shall prevail” standard. However, there
would have been no impetus for the research sponsors to even try to patch the
numerous holes in their arguments had we accepted this alternative without point-
ing out what additional questions needed to be answered.

I also surmise that a permissive standard applied to new research would stifle
exploration in another, more subtle way. The risk-and-reward calculus that under-
lies decisions to direct research toward improving chemical-specific risk assessment
must be quite sensitive to the expected “shelf life” of changes in analyses and
decisions prompted by successful acceptance of the completed studies. A system that
promises to switch gears when one model is marginally more reasonable than
another is, after all, by definition a system that will just as easily abandon new Model
B in favor of new Model C (or go back to old Model A) when the next smidgen of
information is brought to light. In other words, “most reasonable” is a fickle
standard that could well discourage “suitors” considering investing in research.

One formidable obstacle remains in the path of developing any explicit standard,
however high or low the evidentiary bar—the claim that it is impossible for risk
assessment agencies to develop scientific criteria that would flesh out in detail how
they would determine an alternative model to be “more reasonable,” “compelling,”
or whatever. This is USEPA’s rationalization in the Cancer Guidelines for refusing
to choose between the two pathways the National Academy of Sciences offered (or.
to craft a third approach of its own). First, the Agency put its own “spin” on what the .
Committee recommended, referring to it as a call to “adopt a list of formal decision
criteria in the sense of a checklist” (it puzzles me how a request that the USEPA"
should state whether it advocates a “clear and ‘convincing” standard or some other -
hurdle for accepting new models could morph into a “checklist”). The USEPA then -

6 To me, this makes about as much sense as saying “because every suspect in a murder case '
will have to be judged guilty or innocent based on a unique set of facts, we can’t decide
whether the standard of proof ought to be ‘beyond a reasonable doubt’.” Not only has
our system of laws made that decision, but centuries of case law has clarified how juries -
might think about what makes a doubt “reasonable.” '
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- denigrates this straw man, claiming that because “risk assessments are hlghly vari-
"~ able in content and purpose... no uniform checklist will fit all cases.’
Such a claim does not stand up even to cursory scrutiny. The Judgments made -
"wsing criteria developed a priori will, of course, create new “case law” with each
specific application, but the criteria themselves can certainly be developed—indeed, .
they already have been. OSHA confronted this question in 1995 when I suggested
that the time had come to set an OSHA Permissible Exposure Limit based on a
pharmacokinetic adjustment of the dose-exposure relationship across species rather -
than the traditional allometric adjustment (again, methylene chloride was the case
in point). Before we made our decision, T initiated a discussion of what sorts of
evidence, of what quality, we would need in the general case to rule that the PBPK
approach was clearly more credible than the generic default. Out of this discussion -
we developed 11 criteria (see Appendix) that amply specify how OSHA would weigh
this question in subsequent rulemakings. In the methylene chloride case, we ended
up reasonably confident that researchers had already met the standard of proof-
along all 11 dimensions, and we calculated the cancer potency using a PBPK model.
Now at least for this one paradigm choice (allometry versus PBPK), researchers
and their sponsors will know as they build a case for a “departure from default” what
questions OSHA deems important, what data are needed to complete the case, and
what must be done to sufficiently rule out alternative interpretations of the new data_
collected. OSHA recently began working on developing similar sets of criteria for
several other recurring choices we will be called upon to make between traditional
and novel scientific models. For example, we are discussing the recurring question
of what constitutes sufficient reason to dismiss animal tumor responses as irrelevant
to people, to adopt a non-linear dose-response extrapolation, or to use an exposure
duration parameter other than the standard 45—year working lifetime.”
. S
A FEW H)IOSYNCRATIC RESEARCH PRIORITIES
Having sketched out the prereqursntes for determmmg which risk assessment
research efforts are likely to produce the most valuable results, I cannot take the .
“next step and identify specific priorities without information—quantitative esti-- -
_.mates of uncertainties and their effect on how precarious our “best guess” environ-
mental protection decisions are—that the decision-analytic framework demands but
that our collective wisdom cannot yet supply. I will, however, offer four general
‘avenues of research that appear to me to be llkely candldates for a’ most valuable_ .
- research i in cancer potency” list. s : o : o

1. How broad is the dlstnbutlon of human mtermdlwdual variability in suscepubll-
ity to carcinogenesis? I hope we all understand that “risk” is not a group concept,
but applies to individuals and is determined by the combination of exposure and
susceptibility unique to each individual. The more we know about the reasons
for such differences, the better we will be able to fulfill two absolutely crucial
functions of risk ‘assessment and management: (1) determining what exposure

7 Aslrecently ceased directing the health regulatory arm of OSHA to become a Regional
Administrator, I do not know what will become of this endeavor.
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levels are actually necessary to protect (i.e., reduce cancer risk to an “acceptably
low” probability) “most or nearly all” of the exposed population—in contrast to
current risk-based levels, which I assert are only designed to protect the person
of average susceptibility; and (2) communicating to specific individuals (or
giving them the raw materials to determine for themselves) what we think their
individual risk actually is, based on our knowledge of their exposure plus
knowledge of particular genetic or other factors that render them more or less
susceptible than the “reference man.” I suggest we greatly step up our research :
efforts both into determining the distribution (and pinpointing an individual’s
place within that distribution) of predisposing factors that would likely affect risk -
to carcinogenic stimuli in general (e.g., inborn or acquired variations in the
competence of the physiologic processes that detect and combat incipient
tumors) as well as factors specific to particular stimuli (e.g., inborn or acquired
variations in the concentrations of particular enzymes that activate xenobiotics -
to proximate carcinogens or detoxify them). I also suggest that we not exclu-
sively focus on quantifying the influence of specific factors we already suspectare
prominent in affecting susceptibility (albeit a very important task, since an X-
fold difference between two individuals in some factor may imply any degree—
including zero—of difference in the persons’ overall susceptibilities). Instead,
we might well supplement this work with some thoughtful “fishing expeditions”
that worked backward from individuals who appear to be highly susceptible or
highly resistant to cancer, and catalog the phenotypic and other differences
between them in an effort to discern the important determinants of susceptibil-
ity. For example, I have long wondered if and in what way(s) lifelong heavy
smokers who do not develop lung cancer even by an advanced age differ from
young adults whose lung cancers (non-adenocarcinomatous lesions) developed
seemingly after very few pack-years of exposure.

2. How much error is introduced by testing substances in the standard rodent
bioassay? “Mice are not little men,” the inane saying goes, but do they predict
cancer risk as if they were? One difference that tends to make bioassay results
underestimate human risk is that we care about human exposures that begin at
birth (or in utero) and can extend for 80 or more years, whereas we begin exposing
rodents after weaning (the equivalent of missing the first several years of a human
life) and sacrifice them at 24 months (10 or more human-equivalent years before
the end of the natural lifespan). Research that enabled us to lengthen the
duration of the bioassay at both extremes, or that allowed us to estimate how many

“more tumors would be produced if we did, would be of great value in making mice
act more like little men. (Peto ¢ al. 1991). On the other hand, a systematic catalog
of physiologic differences between rodents and humans—not just what proteins
or enzymes one species has that the other doesr’t (or has much more or much
less of), but how the species differ functionally—could greatly demystify the .
contentious process of deciding that a positive rodent response should not be " -
relied upon as indicative of equal (or any) human risk.

3. When (if ever) does a series of exposures to different carcinogenic stimuli
over a lifetime or working lifetime not yield similar cumulative risk to an
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sure” (MOE) approach whenever “the curve is thought to be non-linear, based
on [assumptions about] mode of action.™

But we hardly need to build a road to infinity in order to be fairly confident that we
are on a useful path down the proverbial block. In cases where lifetime risk can
reasonably be assumed to be the sum of a vast number of molecular encounters with
DNA, each one of which carries with it a very small probability of yielding a particular

unrepaired mutation that pushes a cell irreversibly along the pathway to tumorigenesis, .

surely the difference between the (say) 102 molectiles  test animal encounters during
a bioassay and the (say) 10% molecules an exposed human could encounter during a
lifetime has very little to do with “extrapolation to zero.” We don’t need a referendum
on whether “one molecule can cause cancer” to be cencerned about being this close
(relative to zero) to exposures that cause “mini-epidemics” of cancer in the laboratory.
‘The interesting questions, which do lend themselves to risk quantification rather than
the MOE approach, involve cases where something important happens as exposure is

reduced thisrelatively tiny increment toward the vanishing zero, by virtue of discontinuities

in fundamental biological processes. If, for example, X ppm saturates a detoxifying
metabolic pathway, leading to some production of a dangerous metabolite, but X/2
. ppm results in 100 percent of the substance being detoxified, then linear extrapolation

* even over a factor of 10 could be misleading. Research—difficult as it may well be—to
shed light on when “10%” molecules per lifetime is qualitatively different from “10%”
may be our only avenue for answering questions that matter. “Does ‘ruler toxicology’
beginning at a TD;, and heading toward zero miss important non-inearities or
discontinuities in dose-response, in the range of exposures relevant to humans?”—this
is a research question worthy of our attention.

PARTING SHOTS
At meetings such as these, I realize that it is easy to grouse about how the organizers

have defined the topic too narrowly and stifled efforts to step back and discuss “the = -

forest rather than the trees.” At the time the Aspen conference was held, the phrase
“the weakest link” had not yet become grating, so I would note that if-dose-response
assessment was in fact the weakest link in the chain of events leading to the control
of environmental hazards, it would be efficient to meet and discuss research needs in
this area alone to the exclusion of others. To the contraly, 1 believe that if we do draw
some concentric circles around the larger problem, dose-response may be at the core
but is far from the area needing the most attention. As we expand our view, let me
offer three broader areas where “weaker links” can be found:

1. exposure assessment. It may seem odd to caution that the tidy world of exposure

assessment, where analytical devices have errors in the percent range or less

9  Asofthis writing, the USEPA has not begun to craft any interpretive guidance that might :

help decision-makers and the public cope with its having abdicated the responsibility to - .+

produce estimates of risk and uncertainty for this important class of situations. How

should the consumer react to the news that “we can’t estimate your risk—all we can tell
you is that an exposure of X units produces an apocalyptically high tumor incidence in

animals, and that your exposure is less than X by an ‘MOE’?”
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this bias (e.g., incentives not to underestimate cost on the part of regulated
firms and agency economists and lawyers concerned with court challenges for
underestimating cost, failure to account for economies of scale and techno-
logical improvements), are ingrained and recalcitrant to change; and (3)
uncertainty analysis—the raw material for revealing the possible extent of
‘error and pointing the way to data or research to reduce it—has barely begun
to catch on among regulatory economists. Economists have begun surround-
mg their benefits estimates with ranges (generally to account only for contro-.

versies in how to assign monetary values to effects), but only the very best cost -
analyses ever include ranges (and never to my knowledge have included -

probability density functions that indicate expected values and other estima-
tors) to be discerned. At OSHA, I've seen cost analyses presented as “correct”
to the nearest penny! This glaring disparity between the worlds of risk and cost

in willingness to acknowledge uncertainty seems to be a “vicious circle” of ..

overconfidence and lack of guidance. Why else would the last dozen “regula-

tory reform” bills drafted by Congress be chock-full of rules to micro-manage -

the process and substance of risk estimation, without a single admonition that
economic analysis demands at least equal attention to transparency, “sound
science,” peer review, disclosure of assumptions, elc.? This “free pass,” I sus-
pect, has emboldened economists to the point that recently several workshops
have been convened to “bridge the gap” between risk assessors and economists
by considering only ways in which the former group could improve its proce-

. dures to make them more useful to the latter. Obviously, I think something is
seriously askew here, and that risk assessors should resist these ambushes and
instead seek to expose and correct the “garbage in the numerator” problem
that stymies efforts to make sensible social decnsxons via cos t-perd hves—saved and
similar metrics.

risk management. Bernie Goldstein has often made the astute observation that
(to paraphrase) we obsess over “fixing” risk assessment to the detriment of the
weaker link of risk management. Of the many ways in which risk management
arguably is “broken,” my recent experiences as a government official have
-alerted me to a set of problems stemming from a reductionist orientation to
our mission.’ By undertaking risk assessment and risk management on sub-

stances rather than processes, I believe we are both creating new problemsand

missing opportunities for more fundamental progress. Examples abound of
controls on one substance impelling regulated entities to substitute a more
dangerous, unregulated substance in response. Currently, for instance, I am
concerned that OSHA’s 1997 methylene chloride regulation will, if further
“interventions are not forthcoming, encourage firms in foam fabrication and
many other sectors to switch to n-propyl-bromide, unregulated desplte clear
evidence from animal studies (and clear human evidence on an isomer con-
" tained in the commercial material) of potent reproductive toxicity. The pitfalls

at the USEPA of focusing on a single substance, wherein different agency

programs acting at different times have the net effect of moving exposures
from one environmental medium to anothér and back again, have been well

documented (Davies and Mazurek 1988). More recently, USEPA and OSHA"
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APPENDIX
OSHA’S 11 CRITERIA FOR ACCEPTING A PHARMACOKINETIC MODEL
(FROM THE 1997 METHYLENE CHLORIDE FINAL RULE).

(1) The predominant and all relevant minor metabolic pathways must be well
described in several specnes including humanc

(2) The routes of metabollsm must be adequately modeled.

(3) There must be strong empirical support for the putative mechanism of car-
cinogenesis (eg genotoxmty) and the proposed mechamsm must be plau-
sible. s ‘

(4) The kinetics for the putative carcinogenic metabolic pathway must have been
measured in test animals in vivo and in vitro and in corresponding human
tissues at least “in vztro, although in vivo human data would be the most
definitive." ‘

(5) The putative carcinogenic metabolic pathway must contain metabolites which

are plausible proximate carcinogens (for example, reactive compounds such
as formaldehyde or S- chloromethylglutathlone)
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ABSTRACT

Hazard identification is based upon the second “law” of toxicology, the specific-
ity of toxic effects caused by a chemical agent. Specificity reflects the differential
reactivity inherent in chemical structure and in the biological niches in which
chemicals interact. Just as Paracelsus is identified with the first “law” of toxicology,
the dose makes the poison, Paré, a century French surgeon, should be credited with
-an early formulation of the second “law” of toxicology, the specificity of chemical
effects. T discuss a number of aspects of hazard identification, including issues
related to oxygenated fuels, to routine safety assessment,’ to the mterpretatlon of
‘hematological neoplasms and to the Precautlonary Principle.- :

Key Words: butadiene, methyl tert-butyl ether, multlple myeloma non—Hodgkms:
lymphoma.

INTRODUCTION ' o ‘

I have chosen to discuss aspects of the hazard identification step of risk assess-
ment in large part because the distinguished presenters and panelists at this session -
. seem to cover every other available topic. This choice also reflects my concern that ; .
we are losmg sight of the important scientific prmcnple that underlies hazard
identification — the specificity inherent in the chemlstxy of an agent and in the
biology of its receptor.

We are all aware that very slight changes in structure can greatly alter the reactivity of
a chemical, and we know of numerous instances in which important biological niches are
exquisitely sensitive to seemingly minimal changes in the structure of chemical com-
pounds with otherwise similar reactivity. This specificity of chemical effects is as much a
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the readily detectable presence of chromosomal abnormalities in lymphocytes of
exposed individuals, and the fact that a carcinogenic metabolite of benzene reaches
the bone marrow resulting in AML. Yet the findings are not quite at the level of
scientific proof due in large part to the inherent weakness of our methodology. A
recent blatant example of a misleading approach are two meta-analyses of petro-
leum workers looking at the incidence of multiple myeloma (Bergsagel e al. 1999;
Goldstein and Shalat 2000) and non-Hodgkin’s lymphoma (Wong and Raabe 2000;
Goldstein and Shalat 2001). Both were said to be negative but the level of benzene
exposure was sufficiently trivial that the 'same cohorts would not have had an
increase in their incidence of AML. A study purporting to look at the relationship
between cigarette smoking and AML would be considered irrelevant if the level of
cigarette smoking was too low to cause a measurable increased incidence of lung
cancer.

Central to resolution of the controversies concerning all three of these pollutants
is an improved understanding of the relationship between myelopoietic and lym-
phopoietic cells. There has been a longstanding uncertainty about the extent to
which these two hematological cell types are related to each other through a
pluripotential stem cell. Whether they are or not, and whether this is relevant to
hazard identification for agents that produce hematological tumors, can and should -
be addressed.

PRECAUTIONARY PRINCIPLE

My last point about hazard identification concerns the Precautionary Principle
(Goldstein 1999). This principle is increasingly in use as a means to regulate
environmental threats. A reasonably standard definition derived from the 1989 Rio
Declaration is: - :

Nations shall use the precautionary approach to protect the environment. Where
there are threats of serious or irreversible damage, scientific uncertainty shall not
be used to postpone cost- effective measures to prevent envxronmental degrada-
tion (United Nations 1992).

Past and proposed actions that could fit under the Precautionary Principle
suggest that the value of hazard identification may be lost to the detriment of -
effective environmental control. I give two examples.

In the United States the 1990 Clean Air Act Amendments (CAAA) radically
shifted regulatory control strategy for socalled hazardous air pollutants (HAP).
Until then, the Clean Air Act reqmred the USEPA to make an active determination
that there was sufficient evidence that a chemical could produce adverse health
effects. Once this was determined, regulatory activities were risk based, targeted only
- at those sources whose elimination or control would be effective in reducing risk.

-Congressional /frustration ‘at -.the slow rate of regulatory control led to the 1990
CAAA specifically listing more than 180 pollutants to be controlled. In keeping with
the Precautionary Principle the burden of proof was shifted from the need for
evidence to prove adverse effects to be listed, to the need for evidence of no adverse
effects to warrant removal from the list. Secondly, regulatory control is based on

s
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Risk assessment research is distinct from research into risks. Risk assessment
research includes methods development and analyzes the body of available data on
specific substances to support decision rules to assess the risks of additional sub-
stances or exposures, but does not usually include investigations of risks of specific
substances. Certain studies of model compounds, discussed below, are examples of
risk ‘assessment research.

Our national research agenda, and particularly our public sector research agenda,
must redress a distinct imbalance that inhibits public health progress in the occu-
pational environment. These views are informed by the United Auto Workers’
(UAW’s) experience, including participation in a dozen major Occupational Safety
and Health Administration (OSHA) standards. The UAW settled with industry
lawsuits over OSHA's formaldehyde (OSHA 1991) and methylene chloride (OSHA
1998) standards through negotiations with industry by refusing to address industry-
advanced, unproven and likely incorrect mechanistic hypotheses that supported .
Houdini (Figure 1) risk assessments. Had the UAW and OSHA reengaged on these
issues, we would still be litigating instead of having negotiated protections workers
needed, and management could live with.

T also come here bruised by being on the losing end of votes on the carcinoge-
nicity of phthalates at the February 2000, International Agency for Research on
Cancer (IARC) Working Group.

Risk assessment research rarely quells controversy. The most famous, but nearly
forgotten example is the mega mouse experiment, the mother of all bioassays,
which would settle the controversy over whether there was a threshold! for carcino-
genesis. (Littlefield el al. 1980)

The study found no apparent threshold for liver tumors, the possibility of a
threshold for bladder tumors, and was ignored in the subsequent debate.? Subse-
quently dueling statistical analyses evaluating the threshold have obscured any
conclusions about the significance of the study.?

' Athreshold is a dose below which there is no dose response relatlonshlp, where increas-
ing dose has no increasing risk.

2 The conclusion of the authors was: “Although bladder neoplasms exhibited a minimum
effect level (or a nonlinear response) for specific conditions, the total results were’
consistent with a “no threshold concept. The late appearing liver neoplasms displayed
a nearly linear type response that extrapolated directly to zero dose.” Others may have
interpreted the results differently. This study also demonstrated the importance of time
and mortality adjusted analysis: "The liver neoplasms 2ppeared very late in the study but
were shown to be induced at a very early point in the exposures and did not require the
continuous presence of the carcinogen in order to develop. A standard 18-month
bioassay study, if conducted under the same conditions, would have classified this
chemical as a weak acting carcinogen. These studies demonstrate the importance of the
time factor in safety evaluation or risk assessment in carcinogenesis.” We note that
National Toxicology Program (NTP), as a result, pioneered such analysis, while these
methods are rarely used elsewhere, weakening the sensitivity and specificity of chronic
bioassays. Recently, investigators conducting bioassays of methyl t-butyl ether, and buta-
diene metabolites, have acquired a taste for 18-month rather than two-year bioassays.

3 The study used a model compound, 2-acetylamino fluorene, of no economic signifi-
cance. Thus, it didn’t impact any exposures.
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Thus, in the four examples testing the threshold or low dose extrapolation, low dose
toxicity, if not linearity was observed.

Risk assessment applies equally to the dangers of musculoskeletal disorders, the
largest cause of occupational disability, or the need to implement NFPA Standard
97, on guarding of machinery, to prevent fatalities, or to the prevention of asthma
among workers exposed to metalworking fluids. It does not just apply to cancer.

However, occupational cancer accounts for abo &lt 90% of currently identified

most developed scientific and
political controversies around risk assessment for cancer.

Harry Houdini, the magician, gave his last performance in Detroit, where he
collapsed on stage and died (Silverman 1996). Like their namesake, Houdini risk
assessments either make a risk disappear, or allow a public health agency or industry
escape from action to prevent a health problem. Houdini also enjoyed exposing
other illusionists who claimed their performances were reality.

Most risk assessment commentaries focus on interventions based on laboratory
studies of carcinogenicity in the face of absent or negative epidemiology. Public
health advocates argue for “intervention in the face of uncertainty” and the “precau-
tionary principle.”

The opposite reality prevalls in the occupational environment. Large amounts of
epidemiology identify hazardous exposures. Workers endure the refusal to inter-
vene in the face of certain evidence of significant risk at prevailing exposure levels.

Examples of occupational exposures, with sufficient or substantial evidence of
carcinogenicity in people not addressed by new exposure limits include silica (IARC
1997), sulfuric acid mist (IARC 1992), diesel particulate matter (IARC '1989),
particulate matter generally (Mauderly 1997), metalworking fluids (NIOSH 1998),
welding fume (IARC 1990), and, formaldehyde.

The steps in risk assessment which define areas for improvement were codified
by the NAS’s Committee on Institutional Means for Risk Assessment in the Federal
Government (NAS 1983):

¢ Hazard Identification
¢ Dose-Response Assessment
e Exposure Assessment:

¢ Risk Characterization

Least contentious of these opportunities is improvement of exposure assessment
methodology, which would immediately narrow uncertainty. In addition, better

understanding of limitations of exposure assessment in the occupational environ--

ment would improve evaluation of studies.
The most important need is to understand variability and uncertainty of expo-

hazard identification from human studies.- Therefore, methods for testing the
power of detecting an exposure-response relationship, 1f it were there, would im-

- prove interpretation of such studies.
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Mechanistic Information or Doing Houdini Risk Assessments?

Reconstructing exposures in studies of known human carcinogens, or laboratory
carcinogens with negative human studies, would permit contrast and comparison of :
potency in human and laboratory studies.

Much past risk assessment debate questioned whether dose response assessment
and quantitative risk characterization was valid, feasible, or appropriate. Such assess-
ment leads inevitably to defining an acceptable risk, reasonable risk, significant risk,
or a body count for cost benefit analysis at a given exposure level.

Quantitative risk assessment was initially introduced to rationalize not banning
certain chemicals by defining the Virtually Safe Dose (VSD) at 1 in a million risk.
Later, the method was forced on OSHA by the Petroleum Institute in the Benzene
Standard controversy, with the Supreme Court acknowledging a 1 in a thousand -
lifetime risk for cancer as “significant.” This debate has been overrun by the large
number of agents for which a carcinogenic hazard has been identified, especially in
people. The large number of unbannable agents identified as carcinogens, includ-
ing silica and diesel particulate matter, compel quantitative analysis at least to set
priorities. :

Now, many former users of straightforward quantitative extrapolation have turned
against the method, instead advocating complicated black-box modeling approaches.

Risk identification remains a significant area of controversy. Identification of
carcinogenicity from laboratory studies had moderately well-defined decision rules
until the optional exceptions for mechanistic hypotheses was introduced. We lack
clear decision rules for use of mechanistic information. For epidemiology, we lack
consistent decision criteria, and also suffer from a lack attention to dose in recon-
ciling human and laboratory data. We also lack clear decision rules for genetic
toxicology data.

Many conflicts over quantitative risk assessment actually arise from dispute over
the hazard identification stage, and what data is relevant and should be used in the
risk assessment.

Laboratory and human studies researchers, and risk assessors, must use a com- -
mon metric for magnitude and limits of detection for each others’ endpoints..
Toxicologists deal mostly in unit risks, while epidemiologists deal in relative risk-
without much attention to quantitative dose measures. The metrics used by public:-
health agencies in assessing risks further diverge.

For toxicologists, the following “thought epidemiology” study (Figure 2) illus-
trates the relationship of dose rate and limit of detection in mortality studies. ‘

Consider a population exposed to an agent af a level where the exposure—related !
risk of lung cancer is 1/100. The background risk oflung cancer among Americari -
white males is 6/100. A common outcome measure - of a mortality study is the :
standardized mortality ratio (SMR), the ratio of observed risk (background + attrib-
uted) to expected risk (background). In this example, the background risk is 6,/100,
the hypothetical attributable risk is 1,/100 on top of 6/100 adding to 7%. Therefore,

" the SMR is 117, or a 17% increase.

Such a risk ratio might be statistically significant in a large study. Yet, it would be
very suspect for hazard identitication For example a study of textile workers exposed
to formaldehyde at sub-part per million levels found such a risk ratio for lung cancer
to be statistically significant. (Stayner el al. 1988) A larger study found a 30% excess
risk for lung cancer in a somewhat higher exposed population (Blair et al. 1986).
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Thou; nt Epide niolog™

SMR = OBS/EXP = (7/100)/(6/100) = 117

Expected

Observed

RISK RATE, CASES/100

Figure 2. Thought epidemiology.

Neither study has been used for human risk assessment.. This detectable elevated
risk ratio is a 1/100 compared to 1/1000 level of concern for OSHA or 1/1,000,000
for the U.S. Environmental Protection Agency. *

Note that the risk ratio at a dose is the “real” blologlcal phenomenon, while
statlstlcal significance is an artifact of sample size, variability, and background rate.

For epidemiologists, another thought experiment chart illustrates a dose-re-
'sponse relationship over several orders of magnitude in risk rate.

The range of direct observation through the typical animal bioassay is limited
from 10% tumors, at the lower limit of statistical significance (against a zero
background), to 50% tumors because of mortality. This leaves little room fora slope.
High background tumors can be observed only at higher absolute risks, and there-
'+ fore higher doses. Low background tumors can be observed at lower dose levels, but

' i only in specialized or larger studies. The sensntmty of bioassays for hazard identifi-

. cation arises from the ability to administer and mezsure high doses.

By contrast, epidemiology can detect somewhat smaller relative risks. For lung
cancer, we have illustrated a 2% attributable risk as marginally detectable. Most
tumors have a lower background than lung cancer, so a lower limit of detection .
- against background can be found. However, detection of more rare tumors requires
large groups or specnallzed studies. The limit of quantltatlon for epidemiology is
perhaps 1 in 1000. '

_ But, mortality studies have many additional limitations, which both compromise
- their sensitivity, and challénge their use in hazard identification. The most frequent . -
limitation is low dose, compared to the effect levels in laboratory studles, and failure :
to take human dose into account for risk assessment. '

5 Notably, the invesﬁg’ators in the first study concluded it provided evidence for carcino-
genicity, while the second study team concluded it provided “little evidence.”
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Mechanistic Information or Doing Houdini Risk Assessments?

The previous charts illustrate that a no observed effect level (below an observed
effect level] sstill represents a significant risk. A “No Observed Effect Level” in
laboratory study (below an established effect level) corresponds to a risk of about
5% (above a zero backgrodnd). The benchmark dose is a'statist’ically derived
equivalent to the NOEL, and corresponds to a 5% risk.

As demonstrated above, the “No Observed Effect Level” in epidemiology de-
pends on the background risk of the cancer site, quality and size of the study.

Thus, extrapolation from laboratory studies to population exposure levels, or
high exposure epidemiology to lower exposed populations requires extrapolation
beyond the dose range where direct observation is feasible (Figure 3).

In long-range extrapolation, the SLOPE of extrapolated dose response curve
determines risk estimates at lower exposures. The observed range has little to do
with the end result. The choice of the extrapolation curve to these lower doses,
except for the four examples cited above, is based on ASSUMED mechanism,
because direct observation is not feasible (Figure 4). A shallower slope projects
higher low dose risk. A steeper slope projects lower low dose risk and may be the
equivalent of a threshold. Laboratory studies yield an exposure response relation for
in-bred and homogeneous animals living under controlled conditions. This suggests
that the population exposure response would likely be steeper in laboratory studies
— and predict lower low-dose risks — than that observed for free living people.

Multistage mechanisms predict a break point in the exposure response relation-
ship, where a linear process takes over from higher order processes. The break point
happens in a dose range that can not be directly observed. The break point
dominates the slope of the first-order process, which determines the low dose risk
(Figure 5).

Thus, risk assessment models are based on choices of the modeler. Slopes greater
than linear in the low dose range predict lower risk. Outcomes of the ch0|ces are
known in advance.

Dose Response elationship

Range of direct

observation
Jr through animal /10
bioassay is limited;
.POPULATION ' High buckground ‘- "-" ]/10 :
RISK tumors can be Epidemiology
RATE observed only at 1710 can delect
higher absolute risks semewhat
and therefore higher . smaller relative
doses; risks, but studies
. h
Low background tumors q:‘éﬁi':n‘:::y
can be observed only In limitations
larger studies.

DOSE
Figure 3. Dose response relationship direct observation.
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Dose Response elationship
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dose response curve
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:E(E % 4 1/100
//%//1 000 Choice of
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////// ]ﬁ0,000 curve Is based
| — // / on A'SISUI.\AED ,
/ [/ ' mechanism, no
// ]/]00/,000 direct observations
Ve / :
L f ,
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. Figure 4. Dose response relationship extrapolation.
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. First Order Process:
Initiation
b

DOSE -

Figure 5. Low risk dose response relationship.’
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. High dose changes metabolic pathway

® not genotoxic®

» Rat-monkey hybrid DNA cross-link model for formaldehyde;
e alpha—?u—g'lq_byl'i_n; -

° peroxiséme prolifération;

® overwhelming lung clearance.

The method attracts laboratory toxicologists and modelers because it appears to
be more “scientific,” “mechanistic,” and “biologically based.” But is it real? Some of
this attraction is simply a cultural bias, an attraction for a professional role. A model
is not evidence, it is a hypothesis to be tested against all the data, including human
risk levels. To policy makers and the general public, it is a black box machine that
only scientists can operate and understand. o

You get what you model for. Models with thresholds and steep slopes inevitably
project lower risk. The parameters and precursor toxic effects, which direct the
models, are rarely validated against chronic exposure outcomes for the target chemical
or positive and negative controls.

After a positive bioassay is reported for any economically important chemical, our
friends on the industry side get together and devise “mechanistic” studies to system-
atically explore hypotheses for that specific chemical which projects lower human risk.

By contrast, public sector funding follows the typical RO1 course, not especially
informed by the importance of an agent.

Devising models helps understand systems. This simple compartment model in
Figure 6 was devised to help explain solvent and lead toxicity in training courses for
union representatives. Even this simple diagram has 11 arrows, which means 11 rate
constants for uptake and distribution before taking metabolism into account.

Adding competing metabolic pathways generates “William Tell” diagrams with a
blizzard of arrows, and usually more than one apple.

But every one of those arrows is another parameter, many of which can’t be
measured directly, and the choice of the important apple is often debatable

Chemical kmencnsts are taught (Figure 7):

s . With 5 parameters you can draw an elephant
e With 7 )”011 can make it wag its tail

¢ With 30 you can draw the Mona Lisa.!”

®  The mutagenicity bioassay was intended to quickly icentify carcinogens so that animal *
tests weren’t needed. Instead, no agents are identified as possible carcinogens on
genotoxicity alone, while clear evidence of carcinogenicity in animals is discounted

based on negative gene-tox.
10 Some of the models for methylene chloride debated in regard to the OSHA standard

involved upwards of 30 parameters.
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Models are only hypotheses: they must be tested against chronic endpoints, or
the behavior of known carcinogens in either the animals or people. These models
include many parameters but are fitted to the very few data points of an exposure-
response relationship.

Modelers also advance a black box lingo to dominate policy debate. Consider the
following quote from a paper on benzene, which predicts a low dose protective
effect on leukemia in people: '

“A Monte-Carlo uncertainty analysis based on max_imum—éntropy probabilities
and Bayesian conditioning is used to develop an entire probability distribution for
the true but unknown dose-response function.” (Cox 1996)

Quantitative risk assessments should use all the data, including human data. All
positive studies should be used to estimate the unit risk observed in the cohort as
a whole or exposure groups. Where the exposure levels are not known, or deter-
mined concurrently with the effects, those levels should be estimated by expert
knowledge or determined by follow up modeling or demonstration studies. Nega-
tive studies may define an upper limit to risk at the exposure level of the studied
cohort. Absent studies, the possibility of detection of predicted risks from various
animal models can be estimated.

Uncertainty in risk assessment from laboratory study includes statistical uncer-
tainty in effect rates and model uncertainty in species to species and high to low dose
extrapolation (Figure 8). However, exposure and administered dose are precisely
known. Studies in people are also subject to statistical uncertainty in effect, and to
the uncertainty of causality. Model uncertainty in species extrapolation is absent,
and high dose to low dose extrapolation unusually involves a much smaller range.
Additional uncertainty arises from statistical uncertainty in dose.

SCF MATIC FOR RISK ASSESSMENT BASED ON
POSITIVE EPIDEMIOLOGY DATA:

PROPOSAL; _
Extrapolation should
3 - , inciude point of upper

—..q . limit of risk rate, lower
] limit of exposure level

N

o

i
@

0 T T -1
0" 1. 2 U8
EXPOSURE LEVEL -

Figure 8. Schematic for risk assessment.
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ABSTRACT :

Concerns over risk assessment have been raised by Non-Government Organiza-
tions (NGO) and the environmental community for decades. In considering pro-
posals for research in this area, it is important for both scientists and policymakers
to consider the following points: (1) risk assessment as a method of policymaking
is increasingly inaccessible to meaningful public participation, (2) the lack of"
fundamental toxicological data constrains the application of risk assessment meth-
ods more than any other factor, and (3) the importance of individual susceptibility
in risk assessments must be tempered by the lack of control over individual expo-
sures.

Key Words: risk assessment, environmentalists, susceptibility, toxicology.

INTRODUCTION
Speaking as a representative of the community of environmentalist/Non-Govern-

ment Organizations (NGOs), I will draw attention in this paper to the range of : . ..

opinions that exist within that community—not necessarily by endorsing all of them,

but in the spirit of this conference, by raising the issues that may define a relevant -
and important domain for considering where research can help move us forward.
We are, of course, not polmaans, at least not mainly. We’re not economists. Butwe .

may have the opportunity to add ‘some ‘bits of rinformation, methodology, and: it

perspective that can help resolve outstanding issues.
Speaking on behalf of Environmental Defense (ED), I make only two mtroduc—

tory notes: this organization “as a long history of involvement in the development = ‘- "

and use of risk assessment from its birth in this country, in a formalized sense, and
in science-based regulatory policy more generally. ED was founded by scientists and

' Current address: The Johns Hopkins University, Bvloomberg School of Public Health,
Department of Environmental Health Sciences, 615 N. Wolfe Street, Baltimore, MD
21205; Tel(voice):410-955-8578, Tel(fax):410-955-9334; esilberg@jhsph.edu
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continues to value the importance of scientific research and analytic methods in
developing policy recommendations. We can date to 1979 when the Interagency
Regulatory Liaison Group (ILRG) proposed methodologies for cancer risk assess-
ment (OTA 1987); ED scientists have been involved in many advisory committees,
at the U.S. Environmental Protection Agency (USEPA), the National Research
Council (NRC), and elsewhere, in the continuing development of risk assessment
as a policy tool. Second, despite that long engagement and involvement, ED shares :
the disquiet of many (e.g., O’Brien 2000; Raffensperger and Tichner 1999) with the
actual practice and history of risk assessment as a methodology of policymaking.

From the NGO perspective, a major problem with risk assessment has been the

increasing complication and inaccessibility of the process. Now the notion of com- -
plexity in a context such as this conference is attractive. The bread and butter of
research is increasing complexity so that we can then get money to solve it. In my
experience, however, truly elegant research simplifies, or at the least helps us find .
paths through extremely complicated concepts. So, a concern about complexity
does not necessarily translate into a disquiet over research, although sometimes it -
does when research seems poorly focused to meet the challenge of complexity. °
From the policy perspective, unnecessary complexity can create a climate of
distrust, and Frank Mirer’s Houdini analogue (Mirer 2002) is a beautiful way of
- expressing that. But in addl_tlon to Houdinism, the complexity of risk assessment—
as is commonly practiced now—denies access to the public. It was Bill Ruckelshaus,
in an extremely important essay called “Risk Assessment, Science and Democracy,”
who raised fundamental and real concerns about an increasingly complex system of
decision-making within the context of a participatory democratic society (Ruckelshaus
1985). No one has really acknowledged or resolved the Jeffersonian issues he
identified.
‘ There is in addltlon another cost of complex1ty, as raised by many speakers at this
conference, that the complexlty of risk assessment necessarily devours time and
- resources. It prolongs decision-making indefinitely and it consumes a great deal of
scientific expertise, the resources of people, of money, of agency process, and
animals as well. Complexity is over encouraged by an extreme bias against Type I
. errors, which springs from a very strange philosophy within the U.S. regulatory
- system, regarding the burden of proof. That is, the burden of information produc-
tion and definition of risk is placed, almost always, on those who have a concern for
" the adverse effects of a technology or other kinds of action, rather than the reverse.
In practice, risk assessors seem to operate on the “hasn’t killed anyone yet” prin-
- ciple, demanding proof of harm rather than substantiation of safety. At present, the
tension between Type 1 and Type 2 errors is very unbalanced (Weiss 2001; Needleman -
1995). We seem enormously more concerned at overestimating a risk, rather than
underestimating it, despite the wisdom of Bradford Hill to temper statistics with
judgment (Schwartz el al. 1999; Weed 2000).

There have been many attempts to deal with -this problem of balancing the
~ demands and burdens of knowledge. The most successful,'in térms of process, in" -
. this country was drafted in California by ED. California’s Proposition 65 has been
extraordinarily successful; it was simply an attempt to shift the burden in order to
promote 4ction but not to discourage the proffering of relevant and more definitive
information. So, precaution does have not to be a shutting of the door upon science
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suggest that these tests have flaws in terms of definitive hazard identification, when we
have little to no information for most high production volume chemicals, is not
arguable.

The HPV program Wlll generate a real research challenge: Within some 4 or 5
years, we will have an enormous database of information on a very large number of
chemiicals. How are we going to use that information? How do we, for example, use
it to select those chemicals for which further research—on hazard or risk—might be
undertaken? How will we incorporate that information in a rational program of
exposure assessment, going out into the real world to define priorities for action?
I believe that these questions offer some exciting opportunities for applied and basic
research in risk assessment, using a dataset much larger than we have ever had
before. I would warn that there are, in fact, two paths when it comes to innovations,
if you will, in hazard identification. One is the HPV approach, a very rough-and-
ready but easily understood approach of opening doors into closed rooms. If you
make a lot of it, you need to know at least a little about it. The other approach is
exemplified by the endocrine disrupter testing process. I think that is a potentially
very dangerous harbinger of what I might call “boutique toxicology” in which we
invest millions of dollars on a very limited set of endpoints with no real sense as to
how the data are going to be incorporated into a rational database for risk assess-
ment. '

Finally, I would like to end with a comment that we can take forward into our
groups. I hope some day in my life to come to a risk assessment conference in which
the word “risk assessment” is not merely a code for cancer. We have got to start
developing both the basic knowledge and epidemiologic and biostatistical approaches
for confronting non-cancer risks (Weiss 2001). We still have no science that under-
lies our current approach. It’s some “one size fit all.” Whether we use a bench mark
dose, a No Observed Effect Level (NOEL) approach, a slope, an implicit threshold;
it’s all the same for developmental toxicology, reproductive toxicology,
-immunotoxicology, neurotoxicology. Speaking as a scientist involved in some basic
research in these physiologic systems, I consider this is absolute nonsense. There is
no way that one model can capture all the sets of mechanisms that define the
differences among these systems and thelr responses to chemlcals We have got to
go beyond this.: S S -

The most egregious example of how risk’ assesstent really means cancer has
come up in the most recent evaluations by the USEPA of the risks of dioxin (not yet
finalized). I carry the burden of being part of what has been called “the December
Group,” but I hope we don’t emulate the Decembrists of Tsarist Russia, who were
all executed, when we try to institute reform. But nonetheless as a Decembrist, T was
dismayed by our work product, despite an extraordinary amount:of work, an
extraordinary body of contributions from the scientific community worldwide,
extraordinary innovations in nsk assessment — much done by Chris Portier’s group
at the National Instltute of Envnronmental Health Sciences (NIEHS)—and certainly
a growing and compellmg epidemiologic database on the non-cancer health effects
of dioxins; specifically, their developmental effects (Birnbaum and Tuomisto 2000).
What did we put forward for regulators and the American public? Yet another
cancer risk assessment for dioxins. We need to learn from other recent evaluations, -
particularly that done on methylmercury, undertaken first by the USEPA, then
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for Endocrine Disruptors, Ecological Research Strategy, Research Plan for Arsenic
in Drinking Water, Research Plan for Microbial Pathogens and Disinfectant By-
Products in Drinking Water, Action Plan for Beaches and Recreational Water,
Mercury Research Strategy, and the Strategy for Research on Environmental Risks
to Children (http://www.epa.gov/ORD/WebPubs/final). Strategies or plans cur-
rently in draft include the Particulate Matter Research Program Strategy and the
Global Change Research Strategy. Other plans or strategies currently under devel-
' opment include the Human Health Risk Assessment Research Strategy, Air Toxics,
‘Research Strategy, Environmental Monitoring and Assessment Program Research’
Strategy, and the Drinking‘Water Cdntaminants Candidate List Research Plan
(http://www.epa.gov/ORD/resplans).

Some of these plans or strategies are what the Agency has called problem-driven
issues, such as arsenic, particulate matter, or microbial pathogens/disinfectant by-
products and focus on health risk assessment issues regarding those issues. Other

~ strategies are considered core research such as ecological research, human health risk
assessment research, and pollution prevention research. The core research program -
develops information needed across multiple Agency programs (e.g., air, water, pes-
ticides) and address pollution problems that are multiinedia (e.g., air, water, pesticides
on food, etc.). One of the plans longest under deveiopment has been the Human
Health Risk Assessient Research Strategy. Human health risk assessment research is
of course the subject of this meeting. The Agency has drawn on multiple references
in its preparation of the human health risk assessment strategy including the NRC’s
(1996) Science and fudgment in Risk Assessment report and various reports of its Science
Advisory Board such as Human Exposure Assessmenl: A Guide lo Risk Ranking, Risk
" Reduction, and Research Planning (SAB 1995). A number of areas have been identfied

~as important to the strategy:

1. Mechanism of action. What'is the dose responsc at exposures below the range
where effects were seen in animals or humans? Is the mechanism of action in
animals different from that in humans? How does the mechanism of action
affect route-to-route extrapolation?

C2 Varlatlon in response. What is the variation in response to a chemical sub-
stance across the human population as a result of genetic polymorhphlsms,
" preexisting dlseasc, variation in exposure, diet, life stage, and other factors?

' 3. Aggrégate exposure. What is the total exposure (and risk) to a single agent’
from different routes of exposure (e.g., inhalation, ingestion, dermal, elc.)?

4. Cumulative exposure. What is the combined risk from aggregate exposures to -
multiple agents or stressors?

5. Effect on Public-Health. What s the effect that USEPA’s risk management :-
actions have on the health of the country?

While we have been good at identifying the issues of concern that face rlsk
assessment, we have been less successful in determining the strategy for dealing with
these issues (i.e., which of these issues will have the greatest effect on a risk assess-

1250 . Hum. Ecol. Risk Assess. Vol. 8, No. 6, 2002









Schwartz

about the assumed shape of the relationship are biological models such as the
multiple hit model, as well as concerns over cell killing.

While progress is being made on biologically based models, substantial uncer-
tainty remains. Epidemiology is seldom used in this area, ostensibly because it is not
available, or because the possibility of confounding introduces uncertainty into the
estimates. Often, questions are raised as to whether it is even possible to use
epidemiology for risk assessment. The use of dose rather than exposure is touted as
an advantage, despite the necessity to then introduce modeling uncertainty about
activity pattern, micro-environmental concentrations, efc. when extrapolating to a
risk assessment where typically the only generally available information is exposure.
Research is focussed on obtaining better micro-exposure data to improve these
models, not on obtain exposure-response relations.

Of course, the limited availability of epidemiologic concentration-response rela-
tions derives, in no small part, to a bias against using them. And while confounding
and bias are ever-present threats to the validity of epidemiology studies, the four
order of magnitude difference in the cancer potency of some carcinogens among
different species of rodent indicates that there are uncertainties in that approach as
well. One of the advantages claimed for the animal studies are that the exposures
are controlled, and known. However, in the real world, people are exposed to
multiple other substances that may act as promoters, initiators, and modifiers of the
cancer potency of a single substance. Epidemiology by its nature incorporates that
preexisting exposure into the subjects under study, and obtains doseresponse
relations in the presence of more or less typical exposures to these other substances.
This is actually an advantage for the epidemiologic approach.

Risk assessment for noncarcinogenic environmental pollutants represents almost
the mirror image. All of the major risk assessments have been based on epidemiologic
data. The risk assessments and cost benefit analyses for lead in gasoline (Schwartz et
al. 1985), lead in drinking water (Levin 1986), as well as unpublished analyses of lead
abatement in housing and lead screening all relied entirely on epidemiologic data.
Similarly, the risk assessments for the recent revisions of the ambient air quality
standards for NO,, Os, and PM,; were all based on epidemiology. Estimates of
drinking water born gastrointestinal illness (Levin and Kleiman 1999) likewise rely on
human data. Here risk assessments are generally based on exposure, not dose.
Research has focused on better eprsure measures, not on obtaining dose informa-
tion, which is dismissed as too costly or impractical for an epidemiology study. Animal
data is often ignored. For example, a recent paper (Pocock et al. 1994) evaluated the
evidence for the effects of lead on cognitive function solely by examining the epide-
miological literature, ignoring experimental studies showing lead-induced cognitive
effects in primates (Rice 1985), lead-induced impairment in long—-term potentiation
in the hippocampal area of the brain of rodents (Lasley et al. 1993), lead—induced
impairment of dopaminergic neurotransmission (Corey-Slecta and Widzowski 1991;
Cory-Slecta et al. 1993), etc. When animal data is assessed, “splitters” rather than
“lumpers” predominate, and positive findings are often dismissed as not directly
relevant. We are, with reason, reminded that the nasal passages of the rat are far more
effective at removing particles than the passages of humans, raising questions of
equivalency of exposure, that the shape of and number of branches of the bronchial
tree means that ozone deposition patterns in the lung are different, and that the rats
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Figure 2.  The covariate adjusted dose-response befween concentrations of free erythro-
cyte protoporphyrin levels in children aged 0 to 5 years, from the Second
National Health and Nutrition Examination Survey and lead. The adjustment
was for sex, race, and a smoothed function of age.

published. Hence, by using more flexible methods to assess exposure-response
relations and combining them across studies in hierarchical models, it is possible to
learn a great deal about what those relations look like: Figure 3 shows the results of
applying this technique to the relation between daily hospital admissions for heart
disease and PM,; in 10 US cities (Canton, OH; Birmingham, AL; Chicago, IL;
‘Colorado Springs, CO; Detroit, MI; Minneapolis/St. Paul, MN; New Haven, CT;
Pittsburgh, PA; Seattle, WA; and Spokane, WA.) This analysis allows for a random
effect that reflects heterogeneity in the true relationship across cities. In this case,
the evidence for a linear association at low exposures is compelling. It also provides
some indication of a higher slope at lower concentrations.

For ‘existing data, this approach may involve rerunning regression models to
obtain smoothed dose-response curves in each study. Modern computing makes this -
a relatively small burden, and only the estimated covariate adjusted curves need to
be sent to the coordinating center for the second stage.

WHO IS SUSCEPTIBLE TO AIR POLLUTION?
Zanobetti and co-workers (2000a) analyzed daily counts of hospital admissions

for cardiovascular disease (International Classification of Disease 9-th revision, 390-
429), chronic obstructive pulmonary disease (ICD-9: 490-496, except 493) and
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Figure 4.  The increase in the effect of PM,, on daily deaths fora 5
‘ percentage point increase in the population living below
the poverty level in a city, a 5 percentage point increase
in the population with college degrees, and a 5 percent-
age point increase in the unemployment rate. None of
these factors modifies the effect of PM,; .
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Effect Modification by Current and Prior Conditions: Chicago Hospital
Admissions
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Figure 5. A covariate adjustéd risk of hospital admissions for COPD for a 10 pg/m?
increase in PM,, for subjects with and without specific co-morbidities. Heart
failure appears to modify the risk of COPD admissions.

failure, and particularly an admission in the last year for heart failure, modifiers the
risk of PM,, associated admissions for COPD.

WHAT POLLUTANT IS DOING IT?

A second use of multiple studies is to gain power, not just to assess the mean effect
of an exposure, but to assess the mean effect of multiple correlated exposures. This
has been an important issue for particulate air pollution. Many have argued that
regulation is inappropriate not because there is no evidence of mortality risk from -
exposure, but because we may end up regulating the wrong source. What if particles
from some sources were more or less toxic than average? Since the issue is inappro-
priate regulation of a source, one approach would be to identify exposure due to
individual sources, rather than total exposure to fine particles, or even exposure to
subspecies defined by chemical composition or size. A recent paper (Laden e al.
2000) took that approach using data from six US cities. They used elemental analysis
of the chemical composition of the fine particle filters on each day in each city. A
factor analysis in each city was used to identify factors that represent contributions
from identifiable sources. These included motor vehicle exhaust, long range trans-
port particles from coal burning power plants, particles from residual oil combus-
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tion (only present in two cities), and particles from fine dust and soil. The mass
contribution of each source on each day, in each city, was estimated by regressing
- daily total fine particle mass in that city on each factor score, and computing the
mass contribution of each factor using those regression coefficients. These separate
mass concentrations were then simultaneously included in regression analyses relat-
‘ing their mass concentration to daily deaths in each city. Estimating them in six
" locations, and combmmg the effects across the six cities produced greater stability
“.of the resultmg coefficients. Figure 6 shows the results, which clearly demonstrate
 that both traffic partlcles and particles from coal bummg power plants are associ-
ated mdependently of daily deaths. Each effect estimate is adjusted for the effects
of the other three types of particles.

* What if the health effects are associated not with particles but with other air -
pollutants'»’ Here again, multistage models provide additional power to answer this
- question. Using the same 10-city analysis described before, Zanobetti and coworkers »
(2000b) analyzed the potential for confounding by other pollutants. As Flgure 7

* indicates, there is no evidence of any confounding. This is an important result, -
particularly because this can rarely be assessed in individual city analyses. The
_correlation among the pollutants is too high, and stochastic variability can drive

B

Effect of 10 pg/m’ of Source Specific PM2.5 on Daily Deaths
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.
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Figure 6.  The effects of particles from traffic, coal, residual oil, and windblown dust on

daily deaths in six US cities. The effect of each particle source is after control
for the other sources.
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While confounding is possible in epidemiology, the creative use of multiple
studies provides a way to address this issue, as demonstrated above. Moreover, recent
history suggests that this concern is overblown. When early studies of lead and
children’s IQ) indicated an adverse effect, it was argued that this was due to poorly
controlled socio—~economic confounding. When Bellinger and co-workers (1987)
‘conducted a study where the higher lead levels were in the higher socio-economic

. group, they found an even larger effect. Concerns that the association between
airborne particles and daily deaths were due to inadequate control for weather and

~ season were likewise put to rest in sensitivity analyses that either excluded extreme
weather days (Schwartz 1998) or considered sensitivity to alternative control mea-
sures (Samet e al. 2000; Samet ef al. 1998)).

The larger sample sizes than are available for animal studies allow the use of non-
parametric smoothing to gain insight into the shape of the concentration-response
relation at or near the exposure ranges of interest. These large sample sizes also
allow the investigation of sensitive subgroups of individuals within the context of a
single study, whereas animal toxicology would require multiple expensive studies to
address as many potential effect modifiers.

It is often argued that epidemiology is insensitive at the low exposure levels that
are mostly evaluated in risk assessment. Recent epidemiology has not borne this out.
Studies have identified low relative risks of adverse pregnancy outcomes associated
with disinfection byproducts (Swan and Waller 1998), of low relative risks of lung
cancer associated with air pollution exposure (Cohen and Pope 1995), and of
modest changes in cardiovascular risk factors associated with acute air pollution
exposure (Gold et al. 2000; Schwartz 2001). The principal limitation is currently
cultural. Old perceptions are impeding the funding of epidemiological studies for
carcinogens, resulting in few risk assessments based on them. For non-carcinogens,
this has not been the case, and the cancer community needs to revise its old
perceptions to reflect new realities.
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ABSTRACT

Epidemiologic studies have been effective in identifying human environmental
and occupational hazards. However, most epidemiologic data has been difficult to
. use in quantitative risk assessients because of the vague specification of exposure
and dose. Toxicologic animal studies have used applied doses (quantities adminis-
tered, or exposures with fixed duration) and well characterized end points to
determine effects. However, direct use of animal data in human risk assessment has
been limited by uncertainties in the extrapolation. The applied dose paradigm of
toxicology is not suited for cross species extrapolation, nor for use in epidemiology
as a dose metric because of the complexity of human exposures. Physiologically
based pharmacokinetic (PBPK) modeling can estimate the time course of tissue
concentrations in humans, given an exposure-time profile, and it has been used for
extrapolating findings from animals to humans. It is proposed that human PBPK
modeling can be used in appropriately designed epidemiologic studies to estimate
tissue concentrations. Secondly, tissue time courses can be used to form dose
metrics based on the type and time course of adverse effects. These dose metrics will
strengthen the determination of epidemiologic dose-response relationships by re-
ducing misclassification. Findings from this approach can be readily integrated into
quantitative risk assessment.

Key Words: éxposure assessment, PBPK modeling, dose metric, epidémiollogy.

INTRODUCTION

The process of risk assessment for a toxic chemical is a complex blending of
information from several sources shown in Figure 1, which then fits into the risk
management process to determine interventions. Human data are critical in this
process for determining what allowable exposures should be, and how much inter-
vention is needed. Unfortunately, it has often been difficult to use epidemiologic
data because of the vague specification of dose in epidemiologic dose-response
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Exposure and Dose Assessment

relationships, where the dose is a quantity of the chemical taken into the body over
a period of tilne. Animal data also have been used to extrapolate quantitative dose-
response relationships for humans, but there are large uncertainties because of the
difficulty extrapolating animal metabolism and responses to humans. '

The risk assessment-management approach and the process description of envi- |
ronmental disease (summarized in the top left portion of Figure 1) are paradigms
formalized by National Academy of Science (NAS) panels (NAS 1983; NAS 1994).
In addition to the human disease paradigm and the toxicologic testing model, the
diagram also shows the three basic types of studies used to understand the contrib-
uting factors to environmental hazards. In the figure there is a clear gap between
exposure and epidemiologic studies which leaves out evaluation of human dose and
its role in the relationship between exposure and disease. It is proposed that better
estimates of dose for epidemiologic studies, will strengthen determinations of risk,
and can provide a means to better integrate toxicologic and epidemiologic findings
in risk assessment.

Exposure assessment, epidemiology, and toxicology are applied to different parts
of the disease paradigm (Figure 1), and have important differences in approach.
Exposure assessment is focused on characterization of individual and group expo-
sures for broad classes of materials, such as particulate matter less than 2.5 um in
diameter, and selected chemicals in general and occupational environments. Epide-
miology uses human population studies to detect broad factors, such as job title or
residence location, to identify those associated with increase risks of adverse re-
sponses and/or disease. Toxicology uses laboratory investigations of moderate to
high doses of toxic chemicals in animals, and tissues and cells to determine mecha-
nisms of toxic effects. Risk assessment uses statistical and pharmacologic approaches
to integrate information from all of these sources to formulate a quantitative dose-
response relationships for specific exposures and health risks. Formulation of a risk
management strategy will use this relationship plus political, economic, and policy
considerations to develop a plan that will ultimately guide interventions to prevent
and control exposures. While there is clear overlap and relevant information gen-
erated by each type of investigation for risk assessment, there are often uncertainties
about how to integrate the information from a specific study. One of the most -
common problems is how to extrapolate from high-dose ‘animal studies to low '
exposure human risk (Klaassen ef al. 1986). Another common problem is how to
improve the quantification of dose-response relationships in epidemiologic studies.
The relationship between human exposure and dose is central to both of these
problems. ' o o

The scientific process leading from the identification of a new chemical hazard .
to the development of a risk assessment can be considered in four parts. First is the
risk identification phase, when simple epidemiologic studies and toxicologic bioas-
says are conducted to detect potential risks. If a study suggests a new hazard, then
more focused hazard verification studies may be conducted. The second part is' the

-exposure assessment phase when possible agents and exposed populations are
identified. Third is the agent and mechanism elaboration phase, when mechanistic
Studies are conducted and pharmacokinetic models are developed. The second and
third parts can be conducted concurrently, if there are reasonable hypotheses about
the agent(s). Given sufficient information and resources the fourth part is the
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human dosimetry phase, when epidemiologic studies with full dosimetry are con-
ducted to determine the human dose-risk relationship. The types of studies con-
ducted in each part become progressively more complex and require more re-
sources. There tends to be a large number of hazard identification studies, but only
a limited number of human dose-response studies.

' This paper addresses the design and concepts for epidemiologic dose-response
studies, although many of the concepts can be used to guide hazard verification
studies too. A strategy for better quantifying dose in epidemiologic studies and
better linkage within risk assessment are strongly needed. The goal of this paper is
to discuss how a better linkage of epidemiologic and toxicologic findings might be
accomplished using a more precise definition of dose, and to provide some ex-
amples.

EPIDEMIOLOGIC DETERMINATION OF DISEASE RISK

Risk is an epidemiologic concept based on the behavior of diseases in popula-
tions, and it can only be determined in a population. An individual’s personal
likelihood of disease is conceptual, such as his risk of leukemia is one in a million,
but he either gets leukemia, or not, no matter what the likelihood is. Checkoway and
his associates defined risk as “the average probability of developing disease during
some time interval.” (Checkoway et al. 1989) It is well known that several important
characteristics of a population can affect the disease risk: age, sex, race, genetic
background, and life style variables such as cigarette smoking and alcohol intake
(Checkoway et al. 1989). If members of a populaticn also have an environmental
exposure to a toxic chemical, then that personal characteristic may also modify risk.
It is the limited approaches used to characterize population exposures that have
caused problems for using those findings in risk assessment.

Epidemiologists have developed standardized methods to adjust for population
differences in common personal attributes, such as age and sex, where the effects
of these factors are known (see Checkoway et al. 1989 for a more detailed discus-
sion). One common approach for epidemiologic detection of an environmental risk
of a disease is to identify an exposed population (a cohort) and then compare the
disease risk of that population with an unexposed population with similar charac-
teristics of age, race, sex, etc. Figure 2 diagrams the basic steps in processing data for..
this type of analysis. Exposure is assigned to each subject based on his or her
personal background using an algorithm that often is very simple, such asa person’s
job title or residence location define his or her exposure status. If the distribution
of disease between the exposed and control populations is sufficiently different and
unlikely to be due to chance, then there is evidence that a relationship may exist,
but it cannot prove that the relationship is causal. In this analytical context, “expo-
sure” is treated as an event or a stable personal characteristic (a defined distribution
with a fixed mean and dispersion) associated with a time period, which varies across
subjects.’ In some cases, the population exposilres, such as air concentrations, and ! " :
changes in the average across time are available or can be estimated. For chronic
diseases, very often these data are summarized in a cumulative exposure metric,
which is calculated as the average concentration times the duration of exposure.
The cumulative exposure is analogous to the administered dose used by toxicolo-
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-gists in laboratory exposures to airborne gases and particles. For the remainder of
this paper, “dose metric” will be used to describe a summary measure calculated
from a concentration-time course, such as cumulative exposure, this metric can be
tested to determine if there is a quantitative association with the intensity of a
response or the risk of an effect (Kriebel 1994).

As will be discussed in detail below, exposure is not equivalent to dose, even
though some investigators have not made clear distinctions. Our goal is to approxi-
mate as closely as possible the relevant dose to the target tissues because that will give
the strongest relationsh  with the magnitude or risk of the effect.

The epidemiologic approach is a very powerful way to detect previously unrecog-
nized health risks in populations. It is perhaps the most frequent method by which
new environmental health risks have been detected (Checkoway et al. 1989). It has
several advantages. First, epidemiology can be applied without knowing the agent of
the effects or its mechanism of action. For example, a large number of studies with
different designs and study populations have shown an impressively consistent,
overall increased risk of lung cancer among occupations with low level diesel
exhaust exposure (Bhatia ef al. 1998; Lipsett and Campleman 1999). Second, some
types of epidemiological studies can be relatively inexpensive to conduct, especially
where data on the population are available from disease registries or other large
population tracking devices. Third, epidemiologic investigators can use a variety of
inexpensive semi-quantitative dose markers to selected “exposed” groups, or to
partition the study population into subgroups that are believed to have different
exposures. Different job or work area titles or residence locations are often used as
markers for exposure intensity or for probability of exposure, and presumably
different doses. Temporal variables that are indicators of exposure duration are
common, such as duration of work in a job with exposure, or duration of residence
in an environment with contamination, which can be easily determined. The inves-
tigators in diesel occupation studies have used job titles, such as “ever worked as a
truck driver”, as markers for potential exposure with the expectation that differ-
ences in potential exposure also represent differences in dose. Simple dose markers
must be used with care because they can contain considerable mis-classification
unless the exposed population has very high exposures, such as coke oven workers
or asbestos insulators, and the duration of exposure is sufficient to accumulate a
large dose, which are rarely checked (Smith 1992). It has not been unusual for
epidemiologic investigators to conclude that there was no evidence of a “dose-
response relationship” between exposure and risk because there was no increase in
risk associated with an increase in a simple dose marker, such as years of exposure.
Unfortunately this ignores the frequently large dose mlsclaSSIﬁcatlon in potential
exposure and simple temporal dose markers. C

While the traditional epidemiological approach is excellent for detecting in-
creased risks in highly exposed populations, it is less useful for identifying the causes
of the risk and quanufymg dose-response relationships. Even where there is detailed
exposure information, it is often not clear how to summarize the data into dose
metrics (Kriebel 1994). One of the limitations of environmental epidemiology has
been the difficulty of reducing the multidimensional complexity of exposure to

~ meaningful empirical summary dose metrics, although some empirical metrics have

been developed (Seixas ef al. 1993). Because of this, traditionally constructed
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the environment and eventually reaching a point of entry of an individual. Once
released, emissions in air and water can be transported, diluted, and chemically
modified before they reach the exposure setting. Skin exposure may be a conse-
quence of direct contact with a contaminated surface without transport through the
environment, or the result of deposition of air or water contaminants on the skin,
e. g., tar globules from an oil spill.
Exposure has four dimensions: composition, physical form (particulate, liquid,
- or gaseous), environmental concentration (intensity), and their variations across
time. Because emissions are often sporadic, highly concentrated at the point of
emission, and incompletely mixed with environmental media, exposures are often
characterized by considerable heterogeneity and variability over time. Measuring
and extrapolating exposures is a major task for epidemiologic studies and frequently
takes considerable study resources. In an ideal epidemiologic study, one would wish
to measure the exposures of every subject for all potentially relevant agents for the
whole time period relevant to the disease. However this is not feasible for most
diseases and adverse responses. Even if possible, it is usually not necessary to
measure every subject’s entire exposure because there are statistical regularities that
can be used to reduce the number of measurements needed and make the design
more efficient, and simplify the problem of estimating the time profile of exposure
for each subject.

When exposures are the result of emissions from a single type of source in
physical settings with similar transport and dispersion characteristics, and the activi-
ties of the exposed individuals are well defined, then the measured distributions of
exposure across time tend to be similar, if not the same. Thus, exposures in this
situation are “stationary”, which means that the probability distribution across time
is a stable, usually lognormal distribution with an approximately fixed geometric
mean and geometric standard deviation (Rappaport 1991). Howevér, exposure
distributions may also vary among individuals in a common setting, because the
individual’s activities can influence the exposure process by variations in their
actions and the way they conduct activities. For example, two individuals sweeping
up household dust in equally contaminated houses may systematically differ in their
exposures because one is a vigorous sweeper and the other is more gentle. Even with
stable exposure situations, there can also be important variation on different time
scales, such as hourly, daily, and seasonally because of variations in the sources and/
or transport processes.

Although basic epldemlologlc des1gns such as the one shown in Flgure 2, do not
require identification or measurement of toxic agents, a study that includes expo-
sure measurements will require the selection of the materials to be measured, the :
measurement method, and a sampling strategy. The choice of measurement ap-
proach for complex mixtures, such as diesel exhaust can be a major problem,
especially where the agent is unknown. Commonly, a marker compound is chosen

" thatis - umquely associated ‘with the mixture and can be easily measured. It is

assumed that variation in the marker is proportional to the agent of effécts. Unfor-
tunately, it is rare that a unique marker can be found. When emissions from the
source of interest predominate, then the marker may be highly useful, but when
other emissions are dominant, then the levels of the marker ‘may be only poorly
correlated with the agent.
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Exposure assessment for epidemiology has the goal of estimating either indi-
vidual exposures, or more often identifying -groups ‘with significantly different -
exposure distributions, and within which individuals have exposures with the same .
composition and similar geometric mean and geometric standard deviation values. . '
Note that two individuals in the same exposure situation, will not have identical
exposures in each time period, but will have exposures drawn from the same
distribution across time, so that their long-term exposures will have approximately = |
the same geometric mean. This becomes important when designing an epidemio- -
logic study to detect effects of an exposure situation. The nature of exposure and '
its variation will be illustrated with some examples: diesel exhaust where the com-
position is variable, and butadiene where the concentration is highly variable.

Exposures to Diesel Exhaust in the Trucking Industry

Diesel exhaust is a commen air contaminant in occupational and general envi-
ronments. It is a good example of the complexity of a typical exposure assessment
problem. Concern about exposure to diesel exhaust is derived from the observed
pattern of elevated epidemiologic risk and the evidence of mutagens and known
human carcinogens in diesel particulate (HEI 1995). While diesel exhaust has been
treated as if it was a mixture with a fixed composition by the regulatory process of
the U.S.Environmental Protection Agency (USEPA) and the state of California, in
reality the composition is not fixed.

Diesel exhaust has a complex and variable composition of particle, inorganic
gases, and orgamc vapors (HEI 1995). The composition of the emissions from a
given diesel engine depend on the engine type, fuel composition, and how the
engine is operated (HEI 1995; Shi ef al. 2000; Wang et al. 2000). Older diesel engines
release more emissions and have different composition from those of newer engines
because of engine wear and changes in design. Older high sulfur fuels produced ' *
more particulate emissions than newer fuels. Idling engines emit moderate levels of -
particles but high levels of organic vapors, primarily unburned fuel, whereas engines -
under moderate load operated at steady highway speeds, have both low particulate
and vapor emissions. Further, the emitted materials undergo changes with' time
after release into the atmosphere partlcles agglomerate with each other and with
ambient particles, and vapors condense on, or evaporate from the partlcles depend—
ing on the volatility of the hydrocarbons. As a result, exposures to emissions from
trucks in stop-and-go traffic are qualitatively and quantitatively different from those .

. during highway operations.: While all of these factors affect exposure significantly, , .
. if we have an exposure situation where the engine type, age, fuel, and operating
- conditions are defined, then the composition will be reasonably consistent. When
- determining the health effects of diesel emissions, these different exposure condi-
. tions need to be distinguished to avoid confusing the effects of dlfferent chemical
components with differences in concentration.

Chemical and physical characterization of exposures to diesel exhaust are a
difficult analytical problem that required collection of materials in the field and
laboratory analysis (HEI 1995; Verma et al. 1999). Collection of reactive air contami-
nants on filters and cryogenic traps can alter the composition (Wongphatarakul et
al. 1998). Sophisticated separation methods and gas chromatographic-mass spectro-
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metric analytic techniques must be used to separate and identify the major compo-
nents of the hundreds of compounds present (Schauer et al. 1996; Fraser ¢! al. 2000;
Kleeman et al. 2000; Schauer and Cass 2000) . Non-diesel engines and other combus-
tion sources will also emit many of the same products as diesels, but in different
proportions. As a result, an analytical technique called source apportionment may
be needed to determine the relative proportions of materials from the different
sources (Schauer et al. 1996; Schauer and Cass 2000). Since the toxicity of the
-compounds varies widely, the analytical chemistry alone cannot determine where
the hazard lies for a complex exposure. :

.Given this complexity of composition, exposure and epidemiologic investigators
have sought an exposure marker for diesel exposure. An exposure marker is quite
different from a dose metric, because exposure is external and dose is internal.
Epidemiological researchers have not always made a clear distinction between these
two types of markers. Diesel engines are major producers of black soot, elemental
carbon (EC), which has been chosen as the exposure marker. However, the relative
‘amount emitted is variable with engine type and fuel, and other combustion sources
also produce EC. Where one type of diesel vehicles predominate, EC is a good
marker, but where there are few diesels of mixed types, the EG levels are difficult to

" . interpret without additional data.

Exposures to Butadiene in the Petrochemica.l Industry

In some occupational settings, the exposure composition may be relatively simple,
a single contaminant, but variation over time is a concern. This is the case for
workers in a petrochemical plant that only produces and processes a single chemi-
cal, 1,3-butadiene. Butadiene (BD) is a major petrochemical feed stock, and a
common gaseous air contaminant, which is also a suspected human carcinogen
(Fajen .et al. 1990). A typical data-to-day pattern of exposure variation for one
individual in a production plant is shown in Figure 3. This distribution shows the
characteristic lognormal pattern of exposures that is common: half are below the
geometric mean, 1.0 ppm, and there are regular very high exposures associated with
infrequent job activities and workplace condmons (Turnbull e al. 1990; Ward et al.
1995; Sorsa et al. 1996).
, Typlcally an epldemlologlc exposure assessment focuses on making precise esti-
* mates of the mean exposure (not the geometric mean), and identifying factors that
modify the mean under various conditions (Armstrong et al. 1992). The arithmetic
mean of daily exposures (even lognormal values) times the number of exposure
days and the duration of each dally exposure, times subject’s pulmonary ventilation
rate and the fraction retained will giveé an ‘estimate of the amount of inhaled material
retained (theé cumulative dose) (Srith’ 1992). The arithmetic mean of values from
- a skewed distribution, such as the lognormal distribution, is sensitive to the
distribution’s skewness toward large values, which appear as outliers relative to
- values expected for a normal distribution. In :this situation, a large number of
' samples must be collected t6 observe and define the probablllty of ‘'upper tail
exposures, ie., the infrequent hlgh exposure conditions, which can have a strong
effect on the estimates of the arithmetic mean (Rappaportand Selvin 1987), and the
asymmetric shape of the distribution makes the arithmetic standard deviation a
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" poor estimator of the probability of the high values. It is critical to recognize that
the full distribution needs to be characterized, to obtain precise estimates of the
arithmetic mean for calculating the cumulative dose. The frequency and intensity
of the highest exposures may be more important for disease risk than the long-term
average because they produce high concentrations. at the target tissue and may
‘produce disproportionate responses.

The goal is to describe the distribution of exposures across time for groups of
individuals with a given set of exposure determinants, e.g., job title, work area,
residence location, elc. The determinants can affect both the dose related arithmetic
mean and dispersion of the exposures. Because we are interested in the time course
of tissue concentrations as the proximal cause of effects, exposures need to be
defined for pharmacokinetically relevant time periods, e.g., seconds for direct ef-
fects on eyes, minutes for anesthetic neurological effects, or months for fibrogenic
pulmonary effects of silica dust.-Given the time scale of interest, then a representa-
tive exposure time profile can be constructed for earh subject, which is relevant to
his tissue concentration- time course.

In the next section, pharmacokinetic methodology will be presented that can
estimate internal concentrations based on an individual’s exposure profile. Where
the between person variability is small, then each member of a group with the same
set of exposure determinants, will have a similar distribution of exposures. However,
even though their exposure distributions are very similar, each person will not have
the same internal levels because those are affected by differences in personal
characteristics, such as age, sex, and race. Given reasonable estimates of the internal
levels, then personal dose metrics can be calculated that are quantitatively relevant
to disease risk.

INTERNAL CONCENTRATIONS RESULTING FROM EXPOSURE

The internal concentrations resulting from an exposure depend strongly on the
route of entry and the physiologic and metabolic characteristics of the individual.
The processes that translate external exposures at the point of entry into internal
tissue concentrations are diagramed in Figure 4. Some of these are physico-chemical
processes associated with solubilization, diffusion, and absorption, and others are

, physiologicai processes: respiratibn,‘excretion, metabolism, and blood transport to

and from the tissues. The time profile of the active agent (parent compound or
metabolite) in the internal target tissues is defined by the pharmacokinetics of the
substance (also called toxicokinetics for toxic materlals) and these processes can be
modeled mathematlcally K : H
Estimation of Intemal Concentrations with Pharmacokinetic Models
. Considerable progress has been made in developing mathematical models that
- can predict the time course of tissue concentrations of whole animals and humans
(Gibaldi and Perrier 1982; Gerlowski and Jain 1983; Bailer and Dankovic 1997). The
kinetics of materials can -be reasonably described by making a few simplifying
assumptions. First, the concentration within most organs and discrete tissues be-
haves like a well mixed compartment, where the incoming materials are rapidly
mixed through out the tissue volume and the distribution of materials throughout
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.the body is limited by blood flow. Second, each substance has a solubility in the
tissues (partition coefficient; PC ), which is defined by the ratio of concentrations
in tissues and blood at steady state, i.e., in venous blood leaving the tissue. Third, the
relative blood flow per unit of tissue, its perfusion, is an important kinetic charac-
teristic of the tissue, which determines the rates of uptake and release of the
"substance by the tissue. Where the PG, for a substance is substantially different
from 1.0, the perfusion is defined by the ratio of the blood flow divided by the tissue
. volume times PC,;,, where the latter product is the effective volume of tissue for a
substance. Fourth, tissues with similar ‘perfusions will have similar uptake and :
release rates for non-binding, soluble materials. This feature is used to collect tissues -
into groups with similar kinetic behavior. ‘
For most toxic substances, three or fewer broad tissue groups: well perfused,
poorly perfused and body fat, can be usefully identified based on their perfusion
. time constants. In some cases, it is useful to have the target tissue as a separate
compartment, such as the brain for the central nervous system effects. Each of these
‘tissue groups is considered as a “compartment”. Each compartment has a blood .
flow, tissue volume, and a PC,, for the agent. For most small, non-polar molecules,
the uptake and release by the tissues is by passive diffusion, and binding and active
transport are not important. If the toxic agent is a metabolite, then additional -
~ model components are needed to describe the formation, distribution and removal
of the metabolite. Only those physiologic processes relevant to a particular sub-
stance and route of entry need to be included in a model. Mathematical models
have been developed for clinical applications and for a growing number of environ-
mental exposures (Gibaldi and Perrier 1982; Bailer and Dankovic 1997).
Epidemiologic studies of individuals with genetic polymorphisms in important
metabolic enzymes have shown increased risk associated with enzyme variants that
alter the amounts of toxic metabolites. For example, individuals who have had long-
term exposure to 4-aminobiphenyl and have genetically determined slow acetyla-
tion rates, have an increased risk of bladder cancer, because they do not quickly
acetylate an intermediate carcinogenic metabolit:;, N-hydroxy-4-aminobiphenyl
(Cartwright et al. 1982). Bois and coworkers showed that the normal population
variability in three factors: urine pH, N-acetylation rate, and N-hydroxylation rate,
could account for -a 160-fold :difference -in bladder cancer risk-in a simulated
- population with a fixed, constant administered dose (Bois e/ al. 1995). ‘Although -
there is growing awareness of the importance of variation in metabolism among
subjects, it is not clear how this can be used to improve traditional dose metrics in
epidemiologic studies. However, metabolic information can easily be integrated in . '
PBPK models to esumate md1v1dual time courses of tissue levels.: .

PBPK Model for 1,3-Butadiene _
The metabolism, inhalation pharmacokinetics, and tissue dosimetry of butadiene
_ (BD) ‘have been extenswely reviewed (Himmelstein el al."1997). A'three compart—
ment PBPK model for estimating internal BD levels from an exposure time profile -
is shown in Figure 5, and the derivation of its parameters is given in Table 1. BD’s : .
route of entry is inhalation, and it leaves the body by exhalation and metabolism. In .
general, metabolism must be considered whenever it affects the formation or
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Table 1. Parameters for a three compartment PBPK model for 1,3-butadiene.

Parameter Symbol Estimation Parameter Standard
of Value Values” Man®

Respiratory Activity
Tidal ventilation Flow,, (measured for subject) 7.06+1.33 L/min -
Fraction deadspace £ (algorithm and fitted) 0.48+0.04 - -
Alveolar ventilation Flow,, Flowy*(1-fy) 3.68+76 L/min —_
Blood Flows (f; s fraction of flow to tissues)
Total (cardiac output) Flow,, Flow,,/1.14 © 3.2310.67 L/min
Well Perfused Tissues — Flow,,  FloWyy * (1.0-£,- f)  2.36:40.50 L/min 219
Poorly Perfused Tissues  Flow,,  Flowyg * £, ; fitted 0.5310.18 L/min 0.59
Fat Tissues Flowg,  Flow,, * fi, ; fitted 0.3440.07 L/min 0.32
Compartment Vol (total equals bady weight, BDW: pi is fraction of volume in tissues)
Well Perfused Tissues V.;  BDW *p,,; fitted : 174454 L 36
Poorly Perfused Tissues V. BDW * (0.9 - py - Ppp ) 27.6¥7.7L 234
Fat Tissues Ve BDW *p,, ; fitted 1841971 13.5
Partition Coefficlents
Blood to air * PCy, (measured for subject) 1.49+0.20 ===
Well Perfused Tissues  PCyy,  (taken from literature) 08 -
Poorly Perlused Tissues — PC,,,  fitted ‘ 0.86+0.16 -
Fut Tissues PCpyw  (taken from literature) 20 —

a. The mean _ SD model parameters were estimated by prior measurements for subjects or
by fitting as noted above (Mezzetti, e al. 2001). : .

b. The Standard Man values were taken from values published by the ICRP (1975)

physiology. Generally two approaches have been used to obtain parameters: consen-
sus estimates, and fitted values. Consensus model parameters have been developed .
for the Reference Man and Woman based on a large number. of radiological
measurements (ICRP 1975; Ellis 1990). The USEPA and researchers have also
developed sets of PBPK parameters for risk assessment modeling (Reitz e al. 1990).
Alternatively, in an approach that is becoming more common, human time course
data for breath or blood levels during and after a controlled laboratory exposure -
can be fitted with one of several biostatistical techniques to estimate the parameters
(Bois, Smith et al. 1999). '

The primary parameters, including metabolic rate, for this model were fitted for
a population of 133 test subjects exposed to 2.0 ppm BD for 20 min in a laboratory
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concentration depending on the agent. Diseases are often the result of a complex
cascade of early, intermediate, and late effects. Each of these effects will have a time
course that reflects the underlying pathogenic processes. While it is beyond the
scope of this brief discussion, the methods used to measure the effect are also
important, as are their selectivity and sensitivity. The same effect evaluated by
different methods may appear to have different characteristics, such as how rapidly
it appears after exposure is begun. '

Despite the wide range of possibilities for mechanistic complexity, the observed
time courses of many effects can be described with simple processes operating at a
cellular level, or a combination of cellular and organ-level processes (Pratt and
Taylor 1990). These process descriptions can be used to model the time course of
the effect. This approach of fitting the time course of an effect is analogous to PBPK
modeling where relatively simple process models can describe the key features of
the physiologic and metabolic processes without including all of the subtleties of an
exact model of the physiologic and pharmacologic processes. Many effects can be
placed in one of the following broad descriptive categories, sometimes also includ-
ing a lag or a threshold for the effect: (1) damage and repair processes; (2)
stochastic processes; and (3) progressive responses independent of tissue concentra-
tion. Some disease effects are combinations of processes, which can be represented -
by a combination of these process models, such as chemical carcinogenesis, which
has been described as a combination of DNA damage and repair processes plus one
or more stochastic mutation steps. Some general examples and the relevant dose
metrics are discussed below.

Even though the concentration of a toxic agent may be approximately uniform
through out a tissue, the cells do not respond exactly the same; there is a distribu-
tion of responses. For example, even though the tissue concentration is high
enough to kill the cells, they die off in an exponential decay curve. Cellular damage
and repair have been successfully represented by a simple process model: changes
in a population of cells in an organ or tissue is defined by the balance between the
rate of damage and the rate of repair, as shown below.

Change in cell population = (rate cells are repaired) — (rate cells are damaged)‘

The rate of damage is negative because it reduces the population number. The -
damage rate depends on the concentration of the toxic material in the target tissue, .
if the concentration is high enough. The rate of repair is positive and proportional
~ to the number of cells damaged. If cells are killed and there is insufficient time for
‘replacement, then the rate of change in the number of cells during exposure to the

agent, equals the initial cell number multiplied by the tissue concentration times a .
rate constant, K, which is the fraction of cells killed per unit time per unit concen-
tration. This process relationship leads to an exponential decline in cell count with
arate that is propornonal to the concentratlon increment above the threshold Th ‘

N s atier ¢ = 1 NO K (GTh) dt = N, e.«c,m, for C>Th
- When longer time intervals are considered, then repair or replacement processes

can be considered as well.
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This type of model was used by Reitz and later by Smith to model nongenotoxic
liver tumnor effects of chloroform (Reitz e al. 1990; Smith & al. 1995). The model was
able to resolve apparently conflicting findings of several sets of animal bioassays that
had different exposure conditions. They found that dose measures that modeled
tissue damage processes, which were sensitive to dose rate, performed better than
those based on total administered quantities of chloroform scaled to body size. It
may be noted that damage in real life can be more complicated that this. For
example, injury from an acute exposure to chlorine gas, is produced not just by
killing cells in lung tissues but also by damaging cells to varying degrees, which
produces a mixed set of secondary effects that will lag beyond the exposure, such
as edema and inflamation. The best dose metric will depend on which outcome is
being modeled, an immediate effect of cell killing or a secondary effect. Also,
depending on the mechanism of cell mortality, repeated exposures may not pro-
duce the same effects because the remaining cells may not be as sensitive to the
agent. This is well known for repeated applications of chemotherapy in cancer
treatment.

The damage-repair model implies that when a fixed tissue concentration is
maintained, after a period of time, a steady state balance between damage and
repair may be reached and continuing a tissue concentration {(or an exposure) for
a longer period of time will not change the observed level of total damage. As a
result, the level of damage appears to only depend on the tissue concentration,
independent of duration beyond some minimum. An example of this is seen in
cigarette smoking, where after an initial pericd, smokers’ symptoms of cough and
phlegm depend only on their current rate of smoking. Since it is rare that environ-
mental exposure is actually constant, variations in the time course of exposure, and
subsequent tissue concentrations, will affect the apparent relationship between
average exposure and response. If there was a lag in the development of the effect,
then the dose metric would need to be estimated from tissue concentrations offset
by the lag time. Also if the repair process is affected by on- going exposure, e.g., it
is inhibited, then the dose metric will need to be appropriately modified. If repair
is very slow, or overwhelmed by a high rate of new damage, then the effects will be
cumulative, and the relevant dose metric reduces to the simple cumulative tykpe.

For tissue effects where there is no repair and damage is permanent, the-tissue
dose is related to the cumulative exposure index. A good example is pulmonary
fibrosis from dust exposures. Dust is deposited in the alveolar area, where it causes
a fibrogenic response. This may be modeled by assuming that each dust particle
becomes irreversibly encapsulated in a small amount of fibrotic material, or each mg
of dust deposited in the lungs produces K mg of fibrosis after a period of time. The
quantity of dust deposited in the lungs, the dose of dust, is the product of average
airborne exposure concentration multiplied by the inhalation rate times the frac-
tion deposited multiplied by duration of exposure. Assumning that everyone exposed
has approximately the same inhalation rate and fraction deposited, then the average
airborne exposure concentration multiplied by duration of exposure is the cumu-
lative exposure dose metric (Smith 1992).

A good example of the stochastic type of process model based on cell turnover
kinetics is the two stage cancer model developed by Moolgavkar and his associates
(Moolgavkar 1986). They and others have successfully applied that model to a variety
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of carcinogenic processes from radioactive materials to chemical carcinogens (Leroux
¢t al. 1996; Luebeck and Moolgavkar 1996; Moolgavkar 2000). Even though the model
is very simplistic relative to the complex multistep cancer processes, the model gives
a good description of the time course and many of the important factors affecting risk.

Each effect that has a different type of time course will have a different form of
dose metric. By observing the temporal behavior of a response, it is possible to
identify the appropriate category. Given information on variation in the intensity of
_.an effect after beginning and stopping exposure, the repair rate and lag time can
- be estimated respectively. In some cases, it may be necessary to add a threshold, or
combine models to fully describe the observed behavior. Based on these, then an
appropriate dose metric can be formulated and its fit to time course data can be
tested. A poor fit by a metric implies that the model is not appropriate for the effect.

Even these simple descriptive categorizations can have important implications. In
some cases, an hypothesized mechanism cannot fit the observed time course, which
can eliminate some otherwise reasonable possibilities, and help guide the search for
the underlying mechanism of effects, As mechanistic information develops about
the target site, the nature of the cellular response and repair processes, then the
dose metric can be modified to better represent the processes, Thus, the appropri-
ate summary dose metric for the target site is a function of the type of response, and
there is no single representation that is appropriate for all types of effects.

PROBLEMS WITH CLASSICAL DOSE DEFINITIONS IN EPIDEMIOLOGY

There are several limitations for the application of classical toxicologic dose
concepts to human environmental exposures studied by epidemiologic methods,
- which can be solved by the dose metrics developed from time course data on effects.
¢ First, human exposures often do not have a clear starting and stopping time

peint, whereas laboratory exposure studies and clinical dosing do.

There is nearly always some background exposure to general environmental
contaminants, and many occupational ones, so “exposure” is more a matter of
--intensity than presence or absence. For example, particulate matter less than 2.5 im
in diameter (PM,, ) is of -concern for cardiac and respiratory mortality effects
" (Schwariz and Neas 2000). However, exposure to PM,, is nearly universal: outdoors,

within homes, and in occupational settings. The airborne concentration of PM,
_ varies widely across those settings. The question is: since all periods of the exposure
may not contribute to the observed effect, what is the relevant time period for the .. .
outcome? If there is a threshold tissue level for the initial effects, or repair processes .
can handle effects up to some level, then periods of exposure producing tissue levels
below those levels are irrelevant to the effect and including them in an epidemio-
logic dose metric will obscure the dose-response relatlonshlp by contnbuung

C mmclassd'lcat:on to the dose.'

* Second, many common \ human exposures do not have a fixed composition,
and the specific agent of effects is uncertain.
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Aggregation and averaging daily exposures may obscure differences in effects
associated with differences in composition. For example, testing human alveolar
macrophages with daily samples of ambient PM, ; showed variable cytokine responses
(stimulation of inflammatory responses) per jg across daily samples (Imrich et al.
" 1999). Variations in composition may have a greater effect than variation in exposure
intensity. Crude markers of total exposure intensity, such as total PM, ;, can hide wide
variation in some trace constituents, such as polycyclic aromatic hydrocarbons, with
little effect on the total mass. The question is: what are the agents and how might they -
vary within the total composition and possibly interact? It is better to relate specific -
agents to effects, than use broad markers of exposure, because they represent stronger
tests of hypotheses. Hazard identification studies can reasonably be done with broad

- indicators of exposure like occupation, but once the hazard seems apparent then the
search for agents should be increasingly focused.

e Third, human exposures are uneven across time, which leads to the possibility
of dose rate effects.

As shown in the exposure section, it is not unusual that minute-to-minute air-
borne exposures can vary by as much as an order of magnitude or more. This is not
consistent with the laboratory dose paradigm, where the exposure is held as uniform
as possible. It raise the concern that human effects may differ across individuals
because they experienced different dose rates, but may have the same average
exposure. Epidemiologic studies usually report average exposures for groups of
subjects. The question is: are there dose rate effects occurring within averaging
intervals for dose metrics? The possibility of different dose rates is rarely considered.

e Fourth, the distribution of exposure intensities across an “exposed” popula-.
tion is usually poorly described, usually only by the group mean and SD of a .
small data set.

In a typical epidemiologic study, groups of subjects are chosen based on some
broad characteristic, e.g., their job titles or residence locations, which have assumed
or demonstrated differences in average exposures based on limited sampling. It is -
uncommon that the full distribution of exposure variability across and within
exposure classifiers (e.g., job titles) has been described: differences in mean expo-
sure across time for individuals in the same group. Rappaport and Kromhout have
noted that for groups chosen by job title alone the large differences among individu-
 als within a group may make apparent differences between job groups are meaning-
less, even though the overall mean exposures may be statistically different (Kromhout
et al. 1993; Rappaport et al. 1993). With this type of mislassification, it is unlikely '
that risk will differ across exposure groups. If differences in risk are observed, it may
be that the response is nonlinear and the differences are caused by the few individu-
als with the highest exposures. Thus the affected individuals are not a random
sample from a homogeneously exposed population, rather they are likely to be the
subjects whose exposures werz much higher than the average. This is not a problem
for epidemiologic studies designed for risk detection, unless the uneven nature of
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risk across exposure groups is taken as evidence of a lack of dose- response. Thus it
is very important to fully characterize the distribution of subjects in exposure groups
when the goal is evaluation of dose-response for risk quantification.

These four limitations make it difficult to directly transfer the dose concepts of
classical toxicology to epidemiologic studies of toxic material exposures. Human
exposures are much more complex than lab studies, and the data analysis strategy
needs to deal with the complexity. The alternative approach using dose mefrics
based on PBPK models and the time course of effects are suitable under all of the
limiting conditions named above, when détailed exposure data are available. It is
proposed that a PBPK model can be used to estimate individual tissue doses. In
some cases this can be done even where repeated measurements on individuals are
not available, if it has been previously determined that between individual variation
is small relative to the group mean, or the differences among the group mean
exposure are very large (Rappaport e al. 1993). In addition to accounting for the
time course effects of varying exposure, dose metrics based on PBPK models can
account for inter-individual differences in physiology and metabolism.

FEPIDEMIOLOGIC STUDIES OF HUMAN DOSE-RESPONSE

Epidemiologic determination of quantitative dose-response relationships has not
been attempted in many situations. It is the premise of this paper that a special type
of epidemiologic study is needed to develop quantitative dose-response data for risk
assessment, It is unlikely that this PBPK model based approach can be done as an
add-on to a traditional hazard identification design, although some of these studies
could be improved by consideration of dose issues. The dose-based studies are
difficult, time consuming, labor intensive, and expensive. However, there isa critical
need to have human data for common exposures with substantial effects, such as
lung cancer from diesel exhaust exposure, which makes this extra effort worthwhile.

Figure 6 shows the structure of a study using PBPK modeling to determine the
human dose-response relationship in an epidemiologic context. Comparing this
design to the study design for a hazard identification study (Figure 2), the main
difference is that there is detailed consideration of physiologic and pharmacoki-
netic processes by which exposure leads to a tissue dose, and there is a formal
estimation process for the dose metric. This study approach can be enhanced by
inclusion of biomarkers for exposure and effects that might be used to validate the
dose estimates and account for between subject variability in pharmacokinetic and
susceptibility factors. One of the strengths of this approach is that it uses data on
each subject to personalize the dose metric, such as height, weight, age, sex, and
race, which also have implications for dose, when the agent is metabolically activated
and/or deactivated. Many of these characteristics are also considered in the classical
epidemiologic analysis, but there is an analytical limit to how many can be consid-
ered and the structure of those relationships. ;

- The application ‘of :this conceptual ‘approach :does not require - highly detailed -
information on the mechanism, nor a fully detailed PBPK model. If the tissue target
and time course of effect can be hypothesized, then meaningful dose metrics can be
formulated. It is not necessary that the mechanism be fully elucidated down to the .
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molecular level. Descriptive data can be very informative too. It is expected that as
mechanistic data are developed then the model of temporal processes can be refined.
It is a premise of this paper that the PBPK dose modeling approach increases the
relevant information content of dose metrics over empirical metrics that are based
on exposure alone, so unless the statistical noise is very large, some improvement
may be expected. How much improvement remains to be determined. This dose
modeling approach is best suited for prospectwe, repeated measures studies, where
each subject’s personal exposure profile is well defined and there are repeated :
measures of early indicators of adverse effects. Ultimately this will permit better
estimation of risk reductions needed to meet policy goals. ‘

FUTURE RESEARCH NEEDS — IMPROVING THE LINKAGE OF
EPIDEMIOLOGY, TOXICOLOGY, AND RISK ASSESSMENT

Better coordination of epidemiologic and tox1colog1c research is needed so that
risk assessment and risk projection can be validated (Andersen ¢t al. 1992). A
parallel research strategy needs to be developed where laboratory bioassays of early
effects are calibrated against epidemiologic findings with good dosimetry. Mecha-
nistic research is advancing quickly to describe the processes by which toxic mate-
rials cause human effects. Time course studies of the development and recovery
from adverse effects is another critical need to better structure the models of
processes leading to effects and disease. As these are elucidated, then field studies
of exposed populations can be conducted to verify their predictive value.

The lack of human validation of estimates of tissue concentration from PBPK
models has limited their use. Human volunteer studies are needed to better under-
stand the relationship between exposure and internal levels. There are currently a
number of biomarkers, such as hemoglobin and DNA adducts, that can be used to
providé estimates of the concentrations of activated metabolites in the blood and
tissues, respectively, but the validation of these techniques has been very limited. In
some cases, parent and activated materials can be measured directly in blood
samples. There is a strong need for more human studies of exposure-dose relation-
ships for key materials, which may be done in the laboratory or some field exposure
situations, such as occupational settings.

The wide range of metabolic differences across md‘wduals is hkely to be one of the :
1mportant sources of variation in risks among exposed populations glven apparently
equivalent exposures. Methods to easily determine ar: individual’s activation/detoxi-
fication rates for metabolically activated and/or detoxified agents is strongly needed.

Finally, easy methods to identify active agents for humans effects, such'as testing -
in tissue cultures or test animals with human genes, are strongly needed. Related to -
this, better data and methods to determine the time course of human diseases are

needed that can guide the development and choice of dose metncs Thls research
needs to be a part of studles of disease mechanisms. ;
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ABSTRACT ,

The use of molecular biomarkers in epidemiologic studies has been advanced
as a way to improve risk assessments for occupational and environmental exposures
to toxic agents. We ‘have 'used .the detection of two :cancerrelated, molecular;-
biomarkers of vmyl chloride exposure (mutant ras-p21 and mutant p53) to examine -
workers with equivalent cumulative exposures that would be above or below the
current permissible workplace exposure limit for vinyl chloride for differences in.
the presence of these biomarkers. Workers with cumulative exposures above the -
current permissible exposure limit (equivalent of >40 ppm-years) have a staﬂstlcallya‘
significantly increased occurrence of both blomarkers in comparison to unexposed ..
controls (p < 10-3). Although workers with cumulatwe exposures of < 10 ppm-years, ,
i.e., well below the current limit, do not have a statistically significantly increased '
occurrence of these biomarkers (p > 0. 05), workers with cumulative exposures of 10 .
to 40 ppm:years,-i.e.| still below the current. limit, are found to"have a statxshcally 2N
significant increase (p < 0.05). This suggests that the current exposure limit may not :
* be adequately protective and illustrates the potential utility of molecular biomarkers -
in the refinement of risk assessments for toxic exposures.

‘Key Words: vinyl chloride, cancer, mutations, exposure limit. - .
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INTRODUCTION

In recent years there has been an explosion of knowledge concerning the
molecular pathways by which occupational and environmental toxins produce ad-
verse health effects. This has led to the development of molecular biomarkers that
can be used to identify various steps in these pathways iz vivo in exposed human
populations. The use of such biomarkers has been suggested as a way to refine and
enhance group and individual risk assessments for toxic occupational and environ-
mental exposures (Hattis and Silver 1993). Rather than relying on traditional
estimates of ambient exposures, categorization by clinical disease diagnoses, and
stratification by crude external population risk characteristics, the use of molecular
biomarkers of dose, effect, and susceptibility, respectively, should be able to provide
more precise and mechanistically realistic metrics for the risk assessment process.
For example, the use of molecular biomarkers of biologically effective dose (DNA
and hemoglobin adducts) have been applied to the risk assessment of genotoxic

alkylating agents, such as ethylene oxide (Torngvisi and Landin 1995). More re-

cently, we have attempted to use molecular biomarkers of response (mutant
oncoproteins) to examine the risk assessment for workplace exposure to vinyl
chloride (VC) (Brandt-Rauf ¢f al. 2000), VC provides a particularly good example

because considerable detail is available concemmg its potential mechanism of '

action.
VCis a known carcinogen that is rapidly absorbed following respiratory exposure,
and it is subsequently metabolized in the liver by the cytochrome P450 2E1 system
(ATSDR 1997). The resultant electrophilic metabolites, chloroethylene oxide and
chloroacetaldehyde, can form a variety of DNA adducts that are known to be pro-
mutagenic, including 7-(2-oxoethyl)guanine, 1,A® ethenoadenine, 3N
ethenocytosine and Mz, 3-ethenoguanine (Barbin and Bartsch 1986). Although the
oxoethyl adduct accounts for the vast majority of adducts formed, it is rapidly
repaired and probably does not contribute to the carcinogenic effects of VC. On the
other hand, the less common etheno adducts are poorly repaired and have long
half-lives accounting for the production of the specific point mutations identified in
VC-related malignancies (Swenberg e af. 1992). For instance, 83% of angiosarcomas
of the liver (ASL) from VC-exposed workers have been found to contain G—A
transitions in the Ki-ras oncogene that could be attributed to the generation of
ethenoguanine adducts by VC (Marion ef al. 1991). Similarly, 60% of ASLs from VG-
exposed workers have been found to contain A—T transversions in the p53 tumor
suppressor gene that could be attributed to the generation of ethencadenine
adducts by VC (Hollstein et al. 1994). The occurrence of each of these cancer-

related mutations leads to the productmn of mutaiit oncoprotein biomarkers (mu-"
tant rasp21 protein and mutant p53 proteins and/or auto-antibodies to mutant p53 '

proteins) that can be detected in the blood of individuals who have tumors that
contain the respective mutations (DeVivo ef al. 1994; Brandt-Rauf ef af. 1996).

_Furthermore, these same oncoprotein biomarkers have been identified in several
cohorts of workers around the world exposed to VC but without known mallgnant :

disease, and they have been found to occur with a significant dose-response relation-
ship with regard to the workers’ estimated, cumulative VC exposure at levels above
the equivalent current permissible exposure limit used in most western countries of
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for both oncoprotein biomarkers. Of the 306 VC workers with cumulative exposures

> 40 ppm-years, 122 (40%) were seropositive for one or the other oncoprotein
biomarker (adjusted odds ratio = 5.0, p < 10-%) and 33 (11%) were seropositive for
both oncoprotein biomarkers (adjusted odds ratio = 7.3, p < 10%), both highly
statistically significant differences compared to the unexposed controls. Of the 162
workers with cumulative exposures < 40 ppm-years, 33 (20%) were seropositive for
one or the other oncoprotein biomarker (adjusted odds ratio = 1.4, p = 0.37) and
3 (2%) were seropositive for both oncoprotein biomarkers (adjusted odds ratio =
4.4, p = 0.06).

Although neither of the latter results were statistically significant compared to the
unexposed controls, both odds ratios were elevated, and, in the latter case, the odds
ratio approached statistical significance, suggesting perhaps that subgroups among
the workers with cumulative exposures < 40 ppm-years could have significantly

elevated risks for the occurrence of the biomarkers, particularly when both biomarkers - .

were considered together. Further analysis with stratification of this group into four
- subgroups with cumulative exposures of < 10 ppm-years, 10 to 20 ppm-years, 20 to
30 ppm-years, and 30 to 40 ppm-years supported this assumption. For exampie, for
the subgroup with cumulative exposures < 10 ppm-years the adjusted odds ratios for
the presence of one or both bicmarkers were not greatly elevated (both < 2), and
neither was close to statistical significance. On the other hand, for the other three
subgroups, although the adjusted odds ratios for the presence of one biomarker
were similarly not greatly elevated, the adjusted odds ratios for the presence of both
biomarkers were considerably higher, indicating that the increased risk for those
with cumulative exposures < 40 ppm- years was primarily among those workers with
cumulative exposures of 10 to 40 ppm-years. Therefore, further analysis was con-
fined to the cohort stratified by cumulative exposures of < 10 ppm-years, 10 to 40
ppm-years and > 40 ppm-years compared to the unexposed controls, as shown in
Table 1. In this case, for the subgroup with cumulative exposures of 10 to 40 ppm-
years, the adjusted odds ratio for the presence of one biomarker was only 1.2 and
remained statistically insignificant (p = 0.67). However, in this subgroup the ad-
justed odds ratio for the presence of both biomarkers was 5.7 and was statistically

significant (p = 0.045). In fact, this elevated risk was not significantly different from

" Table 1. Relationship between molecular biomarkers of cancer-related
mutations and estimated cumulative VC exposure.

Exposure Both One Beth oR! OR?
in PPM-Years (N) Negative Positive - Positive
0 (N =155) 139 16 0 1 1
<1IOMN=77) 59 17 1 19 1.7
10-40 (N=85) 67 16 _ 2 12 . 57|
> 40 (N = 306) | 151 122 33 '5.'0*' 7.3%

! Odds ratio for one positive vs both negative adjusted for age, smoking and drinking
2 0dds ratio for both positive vs both negative adjusted for age, smoking and drinking
*p<0.05
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ABSTRACT

: A number of programs within the U.S. Environmental Protection Agency
. (USEPA) currently set less-than-lifetime exposure llmlts in addition to the chronic
reference dose (RfD) and ‘refereénce ‘concentration’ (RfG) ‘A'review of proce-
dures within the USEPA for setting reference values suggests that less-than-
lifetime reference values should be more routinely developed and captured in
the USEPA’s online IRIS database where chronic RfDs and RfCs, as well as
cancer slopé factors, are currently available. A review of standard testing study
protocols was conducted to determme what data were available for settmg acute,
short -term, and longer—term reference values, as well as chromc values. This
" review was done from the point of view of endpomts assessed for spec:ﬁc organ
systems (both “structural and functlonal) life stages covered by exposure and
outcoine, durations of ¢ exposure covered and the outcomes evaluated for each,
and evaluation of latency to response and/or reversibility of effects. This review
. revealed a number of data gaps and research needs, mcludmg the need for an
acute and/or short-term testing protocol that can be used to sét acute and short-
term reference values, a strategy for when to conduct more extensive testing
based on 1mt1al screening data or other information (eg, chemical class, phar-

_ macokinetics, mode of .actlon) -additonal standard testmg gundlmes protocols to., - .

allow more complete assessmient of certain organ systems and life stages, devel-
opment of pharmacokinetic data for different life stages, toxicity related ‘to

1 Theviewsexpressed in this paper are those of the author and donot necessarily reflect the views'
or policies of the U.S. Environmental Protection Agency. Mention of trade names of commer-
cial products does not constitute endorsement or recommendation for use. This manuscript
is considered to be a work of the U.S. Government and is therefore not copyrighted.
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Use of Toxicological Data in Estimating Reference Values

explored or developed for consideration in the process. The RfD Technical Panel
has emphasized that the proress should not be considered static, but continually

- evolving with new information and scientific advances incorporated as new refer--
ence values are set or as current RfDs and RfCs are reevaluated. The primary focus
of this paper will be on (1) the importance of setting reference values for different*
durations of exposure, (2) the types of toxicity data available for use in hazard
characterization and dose-response assessment, and (3) data gaps and research
needs for improving the process.

Reference Values for Less Than Lifetime Exposures

As indicated above, the RED and RfC are chronic exposure values developed by
the USEPA to be used for limijting chronic exposure scenarios in humans. Yet many
exposures in the environment as well as in occupational settings are acute or short-
term repeated or intermittent exposures. Because of this, several offices within the
USEPA as well as other government agencies and organizations set acute, short-
term, and longerterm -reference values, as well as chronic reference values. For
example, USEPA’s Office of Pesticide Programs sets acute dietary RfDs and some- -
times short-term and intermediate dermal and inhalation reference values, espe-
cially for residential exposures {(USEPA 1998e). The USEPA’s National Center for
Environmental Assessment is developing methodology for the Office of Air and
Radiation to be used for setting acute inhalation reference values {Acute Reference
Exposures -— AREs) for exposures less than or equal to 24 hours (USEPA 1998c).
The USEPA’s Office of Water sets 1-day, 10-day, and longerterm drinking water
Health Advisories that are nonregulatory standards used in emergency spill or
contamination situations (Orme and Ohanian 1991). The Acute Exposure Guide-
line Levels (AEGLs) (NRC 2000) are set by a National Research Council committee
for once-in-a-lifetime shortterm exposures to airborne concentrations. AEGLs are -
used for a variety of emergency situations, rare events such as evacuations, and are -
used as threshold exposure limits ranging from 10 min to 8 hours. In terms of -
occupational exposure limits, the American Conference of Governmental Industrial
Hygienists {ACGIH) sets short-term exposure limits (STELSs; 15 min) (AGGIH 2000)
and threshold limit values (TLVs; 8 hour time- weighted averages) for short dura-
tion exposure limits that may be repeated frequently for a working lifetime. The
National Institute for Occupational Safety and Health (NIOSH) sets RELs (Recom-
mended Exposure Limits) (NIOSH 1992), while the Occupational Safety and Health
Administration (OSHA) sets PELs (Permissible Exposure Limits) (OSHA 1999);
PELs are enforceable occupational exposure limits, The Agency for Toxic Sub-
stances and Disease Registry (ATSDR) sets acute (£ 4 days), intermediate (15 to 364
days) and chronic (= 365 days) Minimal Risk Levels (MRLs), which are defined as
an estimate of daily human exposure to a hazardous substance that is likely to be
without appreciable risk of adverse noncancer health effects over a specified route
and duration of exposure. MRLs are substance-specific estimates intended to be
screening levels in the identification of contaminants and potential health effects
that may be of concern; they do not define clean-up or action levels (ATSDR 1996).

Thus, a number of program offices within the USEPA as well as other agencies
and organizations already set exposure limits for less-thandifetime exposure. The
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possibility of standardizing these values across programs within the USEPA, where
possible, is being explored with the intent of deriving acute, short-term, longer-
term, and chronic values in risk assessments conducted by the TISEPA, and captur-
ing these values in the IRIS database. A set of definitions for these durations of
exposure in humans was developed by the RfD Technical Panel. These definitions
are compatible with those used by various programs within the 1TJSEPA, and they are
meant to be flexible because the duration in each case represents a range of time
and can be adjusted depending on the exposure scenario of concern.

acute — exposure by the oral, dermal, or inhalation route for 24 hours
or less; '
shortterm — repeated exposure by the oral, dermal, or inhalation route for

up to 30 days;

longer-term — repeated exposure by the oral, dermal, or inhalation route for
up to approximately 7 years (10% of the lifespan) in humans
{up to approximately 90 days in standard laboratory animal
species, including rats, mice, and rabbits); :

chronic - —  repeated exposure by the oral, dermal, or inhalation route for.

up to the average life span in humans (up to approximately 2
years in standard laboratory rodents).

Review of Current Testing Protocols and Data Requirements

In order to set different duration reference values, a variety of types of data are
needed, as different duration RfDs and RfCs may need to be based on different types
of data and endpoints. The RfD Technical Panel recognized early on in its review

of the process that data available from current testing protocols for setting various '

duration reference values are limited or likely to be lacking altogether, especially for
acute and short-term reference values. A review of the current pesticide and toxic
substances testing protocols and data requirements (USEPA 1998d) was undertaken

as a way of determining the extent of data available for setting various duration : .-
reference values and where there are data gaps. This review of standard testmg‘ Lo

protocols was done with four major areas of focus:

« The endpoints generally evaluated in each testing protocol, as well as those

specifically evaluated for several organ systems, including both structural and
functional evaluations. Systems reviewed in depth included the reproductlve .

neryous, immune, and cardiovascular systemns.

e The life stages covered by exposure and outcome, from conception to death.

¢ The duration of exposure used in various protocols, and the cutcomes evalu-

ated for each duration.

» The evaluation of latency to response, and/or reversibility of effects.
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/

While some systems are more thoroughly covered by testing protocols and data
requirements, e.g., the reproductive and nervous systems, others are not well evalu- .
. ated, e.g., the cardiovascular and immune systems, unless these are known or
suspected target organs. )
" Figure 1 shows a time line for various life stages with the timing of exposure for’
various standard testing protocols superimposed upon it (hatched bars). Major
endpoints evaluated are shown in the boxes and the timing of evaluation is indi-
cated by arrows or brackets. On an organ system basis, the reproductive system is
evaluated for both structural and functional development and alterations, not only
in the reproduction and fertility study, but also in the prenatal developmental
toxicity study, the developmental neurotoxicity study, the dominant lethal study,
- and the subchronic and chronic toxicity studies. On the other hand, the cardiovas-
cular system is evaluated only on a structural basis in the prenatal developmental -
toxicity study, and at necropsy in the acute, subchronic, and chronic toxicity studies
in rodents, as well as in the chronic toxicity study in dogs'(not shown in the figure).
All life stages, except old age, are covered by exposure in one or another standard
testing study protocol. A more careful examination of the evaluations done relative
to the various life stage exposures indicates, however, that there are no protocols
that begin exposure during development (prenatal and early postnatal develop-
ment) and follow test subjects into old age. In addition, there are no studies that
examine the effects of ‘exposure and ‘outcome durmg old age, as the current
chronic/carcinogenicity study in rodents is a 2-year exposure study that stops short
of later old age. This is even more the case in rodents on restricted diets, as they do
not age as rapidly and have significantly extended life-spans over animals that are
fed ad libitum. 7
All exposure durations are covered in the various study types, but the current
guideline acute tox1c1ty study is desngned primarily to establish a median lethal dose
'(LDg), and does not include the types of outcomés that are needed to establish a .
NOAEL or BMD for an acute reference value. Data from other studies can be used
to supplement the database for an acute reference value, e.g., the response to the
initial dose in subchronic studies, the acute neurotoxicity testing study, the prenatal
developmental toxicity study, the developmental neurotoxicity study, and the repro-
duction and fertility study. The prenatal developmental toxicity study; the develop-
mental neurotoxicity study, and the reproduction and fertility study all involve
much longer than acute exposures, but developmental effects have been clearly
‘shown in the hterature to be, inducible by a single exposure; thus, data from these .
studies are also considered i ‘setting the acute reference value.'No specnﬁc testing
protocols are available for short-term exposure studies, i.e.; more than 24 hours up
to 30 days. However, data from other studies, as indicated above for acute toxicity,
_can be used to set a short-term reference value. A good deal of data are available for
setting the longer-term reference value, in particular, the adult subchronic study,
the subchronic neurotoxicity study, the immunotoxicity study, and the reproduc-
tion and fertility study. Data from the prenatal developmental toxicity study and the
developmental neurotoxicity study should also be considered in setting the longer--
term reference value. The chronic study protocol, particularly the combination
chronic/carcinogenicity study protocol, provides a great deal of data for setting a
chronic reference value. The prenatal developmental toxicity, developmental neu-
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risk assessment is to accuralely predict these risks so that the health of exposed
individuals is truly protected, while not over regulating useful chemicals. In the
absence of good data, the default position is one of being proleclive of public health.
When the default position is used, many uncertainties are embedded within the risk
assessment. Some of the most important uncertainties that plague accurate risk
assessmeént are (1) high- to low-dose extrapolation; (2) species to species extrapola-
tion; (3) mechanism(s) responsible for the effect; (4) interindividual differencesin
susceptibility; and (5) poor-quality human exposure data. The goal of this paperis .
to link data on pharmacokinetics and biomarkers to our understanding of the
mechanism of action of two chemicals, vinyl chloride and butadiene, to examine its
potential to improve risk assessment. .
Toxicology studies for cancer induction usually employ exposures that range
from the maximum dose that can be administered to an animal without shortening
its life span for any endpoint other than cancer, to doses that are two to ten times
lower. These doses are usually well above the range of exposure studied in cpldemlo-
logic studies. Risk assessors and modelers are frequently focused on environmental
exposures that are often several orders of magnitude lower than either toxicology .
or occupational studies. The two chemicals discussed in this paper are unusual, in
that pharmacokinetic and biomarker data are now available over a broad range of
exposures covering the high initial bioassay exposures to within one order of
magnitude of current occupational exposures.
Some of the key principles involved in the use of pharmacokinetics and biomarkers
are outlined in Figure 1. First, exposure to a chemical occurs by one or more routes.
Following absorption, the chemical is distributed to various compartments within
the body, where it is metabolized. There are two forms of metabolism, metabolic
activation and detoxication. These two pathways compete with each other and are
usually enzymatic in nature. Because of this, they can be mduccd or saturatcd Thus,
important differences may exist between high and low exposures, single and con-
tinuous exposure, different species, and between individuals. This is a critical point
for accurate risk assessment, as it is the balance between activation and detoxication
that determines many of the endpoints used in biomarker research, e.g., the binding
of genotoxic agents to macromolecules. Such biomarkers are typically protein or
.*DNA adducts. Protein adducts are not causally involved in the carcinogenic process.-
They have the advantage of not being repaired, so a protein accumulates adducts
over the life span of the protein. DNA adducts are thought to be involved in the
initiation and progression of cancer. However, these lesions in DNA can be repaired
and vary at least a 1000fold in their ability to cause mutations. Finally, even when

“an adduct is present in DNA, cell proliferation is required to generate a mutation.-
DNA and protein adducts represent biomarkers of exposure, and DNA adducts may
also be an early biomarker of effect.

It is important to recognize that exogenous chemical exposure is not the only
cause of mutatlons In fact, - the spontancous rate of mutations is quite high. Muta-
tions arlse from several endogenous sources, including depurination, DNA' poly- ..
merase errors, and endogenous DNA damage resulting from alkylation, reactive
oxygen species, and lipid peroxidation. Additional exogenous sources of mutations
are associated with lifestyle and radiation. All of these types of DNA damage are
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Table 2. Comparison of estimates of risk predicted by several different PBPK

models.
Cancer Risk

Author(s) Year Model Data (per pg/m” x 10%)
USEPA 1994 LMS Rat 84

Epi 14
Chen and Blancato 1989 PBPK/LMS Rat 0.7-14
Reitz er al. 1996 PBPK/LMS Rat 0.6

Epi ' 03-2.8

‘ Mouse 1.0-23

Clewell et al. 1995 PBPK/LMS Rat 1.6-3.7
USEPA 2000 PBPK/LMS Rat () 4.4

incorporation of more science into the risk assessment process has improved the
accuracy in several ways. First, it readily converts animal exposure and biomarker
data to human equivalents. It also provides a scientifically based method for route-
to-route extrapolation. Finally, it can incorporate biomarker data such as DNA
adducts to support the additional safety factor for childhood €xposure. In summary,
the greater use of science in the risk assessment process clearly increases the degree
of confidence in the extrapolations. Several uncertainties still remain, however. No
good data exist on the relationship between low exposure (<1 ppm VC) and cancer.
Likewise, high quality human exposure data are not available for individuals who -
have developed angiosarcoma. Finally, there have not been any studies that have
incorporated knowledge of endogenous adducts and their impact on risk.

The use of mass spectrometry makes possible direct comparisons between endog-
enous and exogenous EG adducts in the same animal by exposing the rats to [C,]-
VC. Those EG adducts that were induced by endogenous processes will have a mass
of 354, while the adducts arising from the [!3C,]-VC will have a mass of 356. Figure
4 shows chromatograms from liver and brain DNA from a rat exposed to 1100 ppm
[C,]-VC. The endogenous EG can be seen in the top panels of both liver and brain.
The m/z 356 panels show that there is a very large peak in the liver, but no peak in
. the brain DNA. One of the real controversies in epidemiology for vinyl chloride has -
been: Does VG induce brain tumors? An increase in brain tumors has been shown
in about 50% of the epidemiology studies. As the studies have gotten' larger, the
evidence has weakened. The most recent IARC update on the epidemiology of VG
did not find a causal relationship between VC and brain tumors (IARC 2000). Figure 4

shows that while endogenous EG is present in brain, there is no exogenous EG. This : . ..

provides a reasonable degree of certainty that VC is not being metabolized or being
transported in an active form to the brain. It demonstrates another important utility
for biomarker studies to assist in the risk assessment process i.e., testing the biologi--
cal plausibility of a target site.- S '
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Lipid peroxidation appears to be the major factor resulting in the formation
_of endogenous etheno adducts (Nair e/ al.1999). Recent studies have used
[13C;g)-ethyl linoleate under peroxidizing conditions to examine the source of
EG adducts that are formed from oxidative stress (Ham ¢! al. 2000). When this
was done, it was possible to determine how many of the EG adducts formed from
lipid peroxidation (['3C,]-EG) versus 3-phosphoglycoaldehyde, which arises from
free radical attack of deoxyribose. Table 3 shows that the vast majority of the EG
comes from lipid peroxidation. If a 10fold increase in ['*C g]-ethyl linoleate was
. present, there was an additional fivefold increase in [!3C,]-EG. However, there
was also an increase in nonlabeled EG, demonstrating that increased redox
cycling can also increase the amount of EG coming from the deoxyribose. No
similar increase in EG occurred when a 10-fold increase in deoxyribose was
present.

Since endogenous EG is clearly present in humans, it raises the question: Why are
hepatic angiosarcomas so rare in individuals that have not been exposed to VC? The
incidence appears to be less than one per million (Baxter e al. 1980; Falk et al.-

.1981). Possible explanations include 1) that the endogenous adducts are located in
non-transcribed genes and therefore do not affect the gene product; and 2) there
is a sublinear relationship between number of adducts and the induction of angiosa-
rcoma. There are no data that have demonstrated the induction of angiosarcoma
where human exposure has been below 50 ppm VC. This data gap has very impor-
tant implications for environmental exposures to VC, as the removal of this known
human carcinogen from Superfund sites is a very expensive procedure. If a means
for redirecting such clean-up funds to public health initiatives such as providing
health care for children and the indigent, these funds are likely to have much
greater impact on public health :

- Table 3. N2,3-Ethenoguanine formed from the reaction of [3C,sl-ethyl linoleate
(EtLA) with deoxyguanosine under peroxidizing conditions.

Unlabeled EG ["C,]-iabeled ic
(EG(lq‘dGuo) | . (EG/10°dGuo)
10-fold molar exces; lipid - 75'.8 i 33.9‘ 7%)°. ,' 1086 + 518 (93%)
Equimolar lipid and dGuo . 244 2.;1 (11%) 191157 (89%)
10-fold n;olar excess nucleoside (thg;'nﬁdin;:) . 2i.5 +5.7(89%) 16i +50 ('11%)
t-BuOOH only-no lipid 1.7+2.1 ND*
; Coﬂtﬂ'ﬁl";intcubaﬁdn only P 02+0.1 ©ND

: Values are expressed as mean + standard dewauon n=3 for all samples
® Percent of total Gua formed
“Not detected
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Né¢-adenine adducts (Carmical ¢t al. 2000b). This adduct has been reported in buta-
diene workers at 4 per 10° nucleotides by Zhao et al. (1998), a level 1000 to 10,000
times lower than endogenous DNA adducts. There are limited studies on crosslinks
induced by BD (Jelitto ef al. 1989; Ristau et al. 1990; Vangala e al. 1993; Carmical ¢ al.
2000a). Unfortunately, there are no in vivoquantitative data on the formation of DNA-
DNA crosslinks, a lesion expected to be highly mutagenic when present as an
intrastrand cross-link and highly toxic when present as an interstrand cross-link. These
lesions have been demonslrated in a variety of studies usmg DNA ollgomers

Hemoglobm Adducts | l

While hemoglobin adducts are not causally related to mutagenic events, they do

offer an effective measure of exposure to reactive intermediates of chemicals. They
have several advantages for molecular epidemiology studies including that they
accumulate over the life of the red cell, which is ~43, 63 and 120 days in mice, rats
and humans, respectively (Van Putten 1958). In addition, hemoglobin is more
‘readily available than DNA in human studies. By comparing data in rodents with
that from humans, it should be possible to better understand species differences
and high to low dose extrapolation. Thus, these data should reduce uncertainties
plaguing current risk assessments.

The BD metabolite, EB, has been shown to react with hemoglobin, formmg N-(2-
hydroxy-3-butenyl)valine (MHBVal) adducts (Osterman-Gotkar e al. 1991). Two
major and two minor peaks were identified using a modified Edman degradation
and GC-MS. The two major peaks were shown to be the diastereomers resulting
from attack of the N-terminal valine-NH, at C-1 of EB. Adduct concentrations of 1
to 3 pmol/g globin were recorded in humans (nonsmokers) working in a produc-
tion area with ~1 ppm BD exposure levels (Osterman-Golkar e al. 1993). Adducts
also were measured in cigarette smokers not occupationally exposed to BD. The
reported adduct levels were lower in humans than in mice and rats exposed to 2
ppm BD, and were also much lower than hydroxyethylvaline adducts associated with
occupational exposures to ethylene oxide and etliylene. Albrecht et al. (1993)
reported MHBVal adducts to be five times higher in mice than in rats (17 and 3.5
nmol/g globin, respectively, at 500 ppm, 6 h/day, 5 days), although the diastere-
omers were not resolved. It is clear that BD exposure results in a supralinear dose-
response ‘that is characteristic of saturation of metabolic activation, and that mice
have higher amounts of monoepoxide adducts thar rats. In pilot studies, we com-
pared male and female rats and mice exposed to 1000 ppm BD for 13 weeks and
found that females had higher levels of MHBVal adducts than males (Tretyakova et
al.'1996). This was confirmed in a larger study (Swenberg ¢t al."2000b) and in

subsequent comparisons of rats and mice. All of the hemoglobin adduct studies : -

have utilized the modified Edman degradation method of Tornqvist ef al.(1986)
based on GC-MS measurements using an internal standard of [d,]-N-(2-
_hydroxyethyl)valine, ["*C]-N-(2-hydroxypropyl) valine or N-(2-hydroxy-3- butenyl)Val—
Gly-Gly or an external standard of N-(2-hydroxy-3-butenyl)-[!*C,]-valine.

A second hemoglobin adduct of butadiene that has been identified is N-(2,3,4-
trihydroxybutyl)valine (THBVal). This adduct was initially thought to arise from
DEB, with subsequent hydrolysis to the trihydroxy adduct. In view of the greater
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workers exposed to ~1 ppm BD. Again, biomarkers for genotoxicity were examined and
no increases were associated with BD exposure, while urinary metabolites again exhibited
a good exposure response relationship. When either hemoglobin adducts or any of the
urinary metabolites were used as the surrogate of exposure, all genotoxicity endpoints
remained negative. Likewise, GSTT1 and GSTM1 had no effect on any of the biomarkers.
The data in Figure 9 can also be used to place bounds on interindividual differences in
metabolism. When 95% confidence limits are placed on these data, they demonstrate that
the interindividual differences approximately cover a 10-fold range.

Application of Butadiene Biomarker Data to Risk Assessment

The studies comparing the DNA and hemoglobin adducts of BD with exposure,
metabolism and genotoxicity have provided a great deal of insight that is applicable
to biologically-based risk assessment. First, the DNA and hemoglobin adduct data
strongly support the conclusion that EBD is the major electrophile available for
binding to these macromolecules. Obviously, EB is an electrophilic precursor of EBD,

but most of the EB must not be accessible for binding. Metabolism, mutagenesisand * ~

carcinogenesis data support DEB as the major genotoxic and carcinogenic metabo-
lite, Critical species differences exist in the amount of DEB that can be measured in
mice and rats that parallel differences in carcinogenic response. Likewise, DEB is 100
times more mutagenic than EB and 200 times more mutagenic than EBD (Cochrane
and Skopek 1994). The biomarker data from humans are consistent with these
observations and suggest that EBD is even more readily formed in humans than in
rats. Evidence supporting this conclusion includes the established fact that EH is the
predominant detoxication pathway in humans, that THBVal:MHBVal ratios are 10-
fold greater in humans than in rodents, and that no genotoxic endpoints were
associated with BD exposure or biomarkers of exposure in workers even though
THBVal adducts were in a similar (Rydberg e al. 1996) to 10-fold higher range
(Albertini el al. 2001) to those of mice exposed to 3 ppm BD, a concentration that had
measurable increases in Apr mutations (VE Walker, personal communication).
Biomarker studies have also provided insight into the possibility of a sensitive
population associated with the GSTT1 null genotype. While it is clear that lympho-
cytes from GSTT1 null individuals are more sensitive for the induction of SCEs
following in vitro exposure to DEB, there was no such increase in SCEs or other
biomarkers of genotoxicity or exposure in workers exposed to 1 to 3 ppm BD. This
most likely reflects high to low dose differences in detoxication, where lacking
GSTT1 is a significant factor in the high dose in vitro experiments, but other
pathways efficiently detoxify DEB and subsequent metabolites in vivo. The globin
adduct data also demonstrate that there is roughly a 19-fold range for interindividual -
differences in the metabolism of BD. This study represents an excellent means for
providing scientific data for this critical determinant. Another useful application of
adducts in risk assessment was demonstrated by regressing data for various end-
points for genotoxicity against that individual=s hiologically effective dose, thereby
providing an independent mechanism for evaluation that excludes any possible "
confounding by inappropriate controls. This is a powerful means for evaluating the
exposure response relationships for genetic toxicity endpoints that incorporates
interindividual differences in exposure, metabolism and susceptibility.
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Finally, any review of data for risk assessment should identify critical data gaps
and needs. It will never be possible to determine past exposures of individual .
epidemiology studies. On the other hand, the role of DEB appears to be critical in
the risk assessment of BD. It is very important that new biomarkers for DEB be
developed so that quantitative comparisons can be made between rats, mice and
humans. This will allow important refinements of biologically based risk assessment
that will improve the accuracy of the risk assessment and make it predictive of real
risk rather than protective of theoretical risks.
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ABSTRACT
Complete sequencing of human and other genomes, availability of large-scale
; gene expression arrays with ever-increasing numbers of genes displayed, and steady -
improvements in protein expression technology can have a great impact on the field -
of toxicology. However, we are a long way from devising effective standards for
human risk assessments based upon these technologies. Current impediments to
effective application of these technologies include appropriate normalization pro-
cedures (as “there is no fixed point in transcript space”), confirmation of data
- quality and demonstration of the functional significance of responses observed..
Providing risk assessors with statistically and functionally unconfirmed, large-scale . .
gene expression data sets that generally defy interpretation is not an appropriate -
approach. We propose that a logical process of data generation be developed, with -
risk assessment in mind from the outset. The basic principles of toxicology should -
" be applied to selection of éxperimental systems, dose and duration of exposure,
. along with appropriate statistical analyses and blologlcal interpretation. If mechanis-
' t]cally based interspecies extrapolation of risk is to be undertaken, suitable bio-
‘chemical or other follow-up studies should be completed to conﬁrm functlonal
SIgnlﬂcance of transcrlptlonal changes ‘ ‘

vztro th1cology, mechanisms of disease, blomformatms

- INTRODUCTION : -
The statement that “new pieces of technology commonly give rise to information *
overload...” (Nicholls 1999) is clearly true for the revolution that is taking place in .
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‘the mechanism of toxicity (e.g., free radical production, inhibition of cellular

respiration). These will be referred to as mechanism associated gene expression . , .

changes. Other gene expression changes are expected to be unique to specific . -
types of tox:c:ty (e.g., apoptosis, oncosis, and nongenotoxic [epigenetic] onco-
‘genesis) but common amongst mechanisms that cause the same type of toxicity.
These gene expression changes will be referred to as toxicity-type associated
gene changes. Other gene expression changes are expected to be adaptive, in
response to changes in such :things :as blood pressure, local blood perfusion
rates, and the nutrient environment of the target cell population, These gene
expression changes will be referred to ‘as adaptive gene expression changes.
Determination of which patterns of gene expression are unique to a mechanism
of toxicity, which are unique to a type of toxicity (but common amongst mecha-
nisms that cause that type of toxicity), and which are adaptive, will allow devel-
opment of gene expression-based toxicity screens, dlagnostlc assays, and surro-
gate markers.

Hopefully a manageable number of crmcal genes can be identified for each
mechanism and type of toxicity. This would make development of toxicology screens,
diagnostic assays, and surrogates much easier than if the pattern of change for a
large number of genes, e.g., thousands, must be analyzed to recognize the mecha-
nism and type of toxicity. If only a few critical genes can be identified for each
mechanism and type of toxicity, transgenic reporter systems can be developed for
in vivo and in vitro (cell culture) studies. This will allow high throughput rapid
analysis. It is generally recommended, however, that direct measurement of the ..
respective cell function (e.g., redox state) would be preferred to indirect indicators,
such as transcrlptlonal changes.

If critical “core” genes, responsive to specific mechanisms of toxicity and the
various types of injury exist, then they have probably been during evolution and are - -
expressed in many tissues. Each mechanism or type of toxicity would then be - -
expected to result in a unique setof transcriptional, and consequently translational, ,
responses that will be shared amongst animal tissues and species. For example, a -
core set of transcrlptlonal events occurs in homologous genes in association with .
oxidative stress (Scandalios 1997), apoptosls (Jehn and Osborne 1997) in humans,
rats, and even Caenorhabilis elegans, regardless of the tissue. On the other hand, each -
species and tissue will likely have subsequent adaptive responses that are, in certain
details at least, unique to the species/tissue. As a result, mterspecxes comparisons

may be useful in dlfferentlatmg critical umque core gene expressron changes from
L A e

nonspecific’ adaptlve changes."

To date, toxicity screens have been essentrally confined to low throughput in vivo
assays and moderate to high-throughput in vilro assays that measure selected indi-
cators of defective cell function or death. Gene expression changes, developed for -
a few critical genes that reliably predrct or identify established mechanisms of
toxicity, would be readily amenable to the development of rapid high throughput
toxicity screens, diagnostic assays, and toxicity surrogates. These screens and diag-
nostic assays, which could be applied to human subjects (e.g., blood, skin and hair
samples) have considerable potential for determination of dose and kinetic re-
sponses, interspecies extrapolation, and mechanistically based risk assessments for

toxic chemicals.
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- OXIDATIVE STRESS AS A TEST CASE FOR TRANSCRIPTOMICS

Our research group, (Toxicogenomics-Mechanisms, GlaxoSmithKline, Inc. Re-
search Triangle Park, NC) was created for the task of assessing the value of gene
expression array technology as a tool for toxicologists studying potential drug
candidates. The work briefly referred to in this article was derived from studies
' carried out (see acknowledgements) using a combination of Clontech® Human
. Stress Arrays and a commercial Real Time Polymerization Chain Reaction (RT/

i PCR) platform (TagMan™) for confirmation of array data. A clear example of the, ..

N ablllty of thesé arrays to detect almost complete absence of expression of the ApoE

gene in ApoE knockouf mice is shown in Figuré 1. The research was directed toward "~ -

. applying transcriptomics to the more efficient detection of oxidative stress, as a test
case for this technology. Oxidative stress is a component, and potential cause of,
. many disease states (Armstrong 1998), including infzction with the Human Immu-
- nodeficiency Virus (HIV), diabetes mellitus, certain idiosyncratic drug reactions,
and chemical tox1c1ty Oxidative stress affects us all, as it appears to play a major role
in aging as a consequénce of cumulative damage to our DNA and other critical’
macromolecules (Guyton el al. 1997; Haffner 2000; Scandalios 1997). Mild oxidative
. stress results from ‘leakage’ of reactive oxygen specics (ROS) during normal respi-
" ration in mitochondria, and thus is tightly coupled with bioenergetics. = - v
A number of antioxidant systems have developed t» counter the threat of oxidant
' damage associated with respiration and other sources of ROS (such as xenobiotic-
metabolism and peroxisomal function), including transcriptional responses, result-
ing in changing patterns of gene expression. The latter systems, which have been
reviewed in detail (Scandalios 1997), play a critical role in the maintenance of the ‘
correct reduction-oxidation (redox) balance in cells and tissues. One key molecule
in the maintenance of redox balance is glutathione (Anderson 1998), for which the
maintenance of the appropriate balance of the reduced (GSH) versus the oxidized
{GSSG) states is critical to cell function and survival. Determination of the intrac-
ellular GSH:GSSG ratio provides one of many means of assessing cellular redox state
and detecting oxidative stress (Armstrong 1998).
In oxidative stress, redox balance and bioenergetics come together to provide an
interesting test case (vide infra) for its detection using transcriptomics. The relation-
" ship between energy dependent synthesns of GSH and its energy dependent mainte-

" nance in the correct redox state is shown in an extremely simplified form in Figure 9.

- For more detail, see reviews listed in the bibliography (Armstrong 1998; Gille and --
Sigler 1995; Guyton et al. 1997; Haffner 2000; Saran el al. 1998; Scandalios 1997).
" The use of oxygen to oxidize fuel has associated risks that persist throughout life and
“‘contribute to age-related diseases, such’ as cataracts. The presence of antioxidant' '~

“gene responses can be used to detect the induction of this stress in toxicological " -

studies. We carried out investigations in rat mesothelial cells using Clontech Gene
Expression Arrays™ (Figure 3). These arrays revealed gene expression changes
.- consistent with the oxidative nature of this compound (Crosby el al. 2000b). Related -
" studies were. undertaken’ using a ‘larger number of compounds, both’ oxidative
_ stressors and nonoxidative stressors, and a human cell line (HepG2) and Clontech -
Human Stress Arrays combined with RT/PCR (Morgan & al. 2002) From this work
. a set of seven genes was selected for TagMan™ analy51s, and used successfully to
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mold and define the discipline of bioinformatics. If biologists are to exert appropri-
ate levels of influence on .the application of “omics” to toxicology and human
disease risk assessment, they need to find ways of training a new generation of
toxicologists and risk assessors in the field of bioinformatics, while encouraging a
balanced approach. This new generation will have the interesting challenge of
interpreting the massive data sets derived from new technologies while integrating
these interpretations with data provided by tried and ‘true disciplines, such as

anatomy, physnology, blochemlstry, pharmacology, and pathology. The ‘old’ disci- - - ..
‘ plmes are easy to forget when you are excited by the promise of these new technolo-

~ gies. Finding and developing the right mixture of mathematlcal and ‘intuitive
biology’ skills in risk assessors of the future will be key to the success of this endeavor.

. ‘ACKN OWLEDGI\'[ENTS

We thank the many people who made our work possnble, with specral thanks to

Charles Qualls for recommending studies of oxidative stress. Extensive intellectual - . -

and/or technical support was provided by Thomas Kepler (NCSU), Marilyn Easton,
Hong Ni, and Karim Hyder. Lynn M. Crosby was supported by a UNC Currlculum
in Toxicology Postdoctoral appomtment y

REFERENCES ‘
Anderson ME. 1998. Glutathione: an overview of biosynthesis and modulation. Chem-Biol
. Inter 111-112:1-14 '
Armstrong DE. 1998. Free Radical and Antlox1dant Prot(:cols Humana Press, Totawa, Nj
USA
. Baldi P and Sgren B. 1998. Bioinformatics, The Machine Lcarnmg Approach The MIT Press,
' Cambridge, MA, USA
Jole KA, Krizman DB, and Emmert-Buck MR. 1999. The genetics of cancer - a 3D model.
Nature Genetics 21:38-41 "
Collins FS. 1999. Overview of DNA chip technology. Nature Genetics 21:1-60
Crosby LM, Benavides G, Yoon L, et al. 2000a. Morphologic analysis correlates with gene
expression changes in cultured F344 rat mesothelial cells. Toxicol Appl Pharmacol 169:205-
21

Crosby LM, Hyder KS, DeAngelo AB, et al. 2000b Gene expressnon array technology reveals -
underlying mechanisms of mitotic arrest and apoptosis induced in rat mesothelial cell "
* cultures by potassium bromate.-In 39th Annual Meeting of the Society of Toxicology, vol : -

54 (suppl), p 357 (Abstract #1674). Oxford University Press, Philadelphia, PA, USA .

_Farr S and Dunn RTI. 1999. (‘oncrse review: gene expression apphed to tox1cology Tox1col s

Sci 50:19 Co : S

, Faustman EM and Omenn GS. 1996. Risk assessment.In: Klaasen (ed) Casarett and Doull LRI
Toxicology, The Basic Science of Poisons, pp 75-88. McGraw-Hill, Health Professions’

Division, NY, NY, USA
Gille G and Sigler K.'1995. Oxidative stress and living cells. Folia Microbiol 40:131-52

~ Guyton KZ, Gorospe M, and Holbrook NJ. 1997. Oxidative stress,.gene expression,-and tl]e,‘.'.‘ i
aging process. In: Scandalios G (ed), Oxidative Stress and the Molecular Biology of .

Antioxidant Defenses,j vol 34, pp 247-72. Cold Spring Harbor Laboratory Press, NY, NY,

USA
Haffner SM. 2000. Clinical relevance of the oxidative stress concept Metabollsm 49 30—4

1352 Hum. Ecol. Risk Assess. Vol. 8, No. 6, 2002









Krewski et al.

works for health risk assessment developed by the U.S. National Research Council
(NRC 1983) and the U.S. Presidential/Congressional Commission on Environmen-
tal Health Risk Assessment and Risk Management recognize these sources of data
both for hazard identification and risk characterization, and the subsequent impli-
cations of these data for risk management.

An important component of risk characterization is dose-response or exposure-
response assessment. Whereas dose-response assessment requires information on
the dose of the reactive metabolite reaching the target tissue, exposure-response - :
assessment is based on oral, dermal, inhalation or other relevant measure of expo-
sure. While both dose-response and exposure-response models are discussed in this
article, the former term will often be used in general discussion for simplicity.

Dose-response assessment contributes to risk characterization in several ways.
First, the development of a suitable dose-response model provides a convenient way
of describing how risk varies with dose. Such an overall description of the dose-
response relationship is often the first step in quantitative risk assessment, and
provides the risk assessor with a general understanding of the relationship between
dose and response (Moolgavkar et al. 1999). Second, a dose-response model can be
used to estimate key indicators of risk, such as the benchmark dose (Gaylor et al.
1998), which in turn provide a basis for the establishment of exposure guidelines.
Third, more complex dose-response models can be used to describe temporal
aspects of risk (Goddard et al. 1995), modifying effects of important covariates, and
possibly the mechanisms by which toxic substances lead to the induction of adverse
health effects (Goddard and Krewski 1995).

In this article, we explore the balance between simplicity and complexity in the
construction of dose-response models for risk assessrent. This balance will depend
on the objectives, the availability of appropriate methodologies to achieve these .
objectives, and the quality and depth of the available data. For certain applications,
a comparatively simple model may be sufficient to address the issue of interest. For
other applications, however, the use of more complex models may be required.

Our exploration of simplicity vs. complexity in dose-response assessment will be
based on an examination of a number of examples in which risk models have been
developed to describe both toxicological and epidemiological data. In Section 2, we
discuss both statistical and biologically based dose-response models for the Ames
Salmonella assay, which is widely used to evaluate the potency of chemical mutagens.
In Section 3, the modeling of developmental toxicity experiments is described. .
These particular models take into account both multivariate outcomes (specifically,
embyrolethality and fetal malformations) and correlated binary responses

Risk models that have been used to describe dose—response relationships in -
carcinogeriesis are described in Section 4. This ‘is ‘a well-developed area in risk" "

modeling, including simple procedures for estimating upper bounds on cancer risk
assuming that the dose-response curve is linear at low doses to complex biologically

. .based models that take into account cellular kinetics and genetic alterations in- -
volved in carcinogenesis. Our final example (Section 5) “involves the use of new "

dose-response models that have been developed to describe the relationship be--
tween exposure to particulate matter in urban air and cardiorespiratory mortality,
taking into account spatial -patterns in the data. These particular models were
developed as part of a comprehe'nsive reanalysis of epidemiological data from a
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exploits more of the available information. Even if the endpoints result from distinct
_ biological/pharmacological mechanisms, a joint analysis of the endpoints will be a
" more sensitive endpoint than any of the endpoints in isolation. However, there are
still practical issues about how to interpret significance, risk, and safety, jointly across
' the endpoints. A
- Krewski et al. (1995) used the Weibull models

LN

7r(d) = 1 = exp(-a; —de')

: (a 0,52 0) to descrlbe the dose—response for embryolethallty and malformatlons,

respectlvely, (i =1, 2); where 7, is the probability of any malformation in a live

fetus, and 7, is the probability of a prenatal death, and the remaining terms are

endpoint specific fitted parameters. Overall toxicity is defined as the occurrence of
- either of these endpoints and can therefore be expressed as, .

my(d) =1 = [1 -7, (d)]1[1-7,(d) ]

The issue of inter-litter correlation has also drawn attention. Each dam typically

.has on the order of 10 or 15 pups, and littermates tend to have sirilar adverse -

effects. Neglectmg this interitter correlation can result in 'underestimation of
variance, and an overstatement of statistical significance. Some approaches allow for
and attempt to estimate the inter-litter correlation. (Pragmatic issues arise, such as
whether to insist on a common correlation across all litters, or whether to allow the
correlation to depend upon, among other things, dose.)”

IV. DOSE-RESPONSE RELATIONSHIPS IN CARCINOGENESIS

Cancer risk assessment plays a prominent role ir. 'regulatory determinations of .

safety. The qualitative judgment of whether a chemical is a carcinogen hasa strong
influence on such deliberations. Once a chemical is deemed carcinogenic, quanti-
tative characterizations of its dose response relationship can also be influential,
supporting estimates of risk for a given exposure of interest or an estimate of safe
or acceptable dose given a prespecified level of acceptable risk.

A variety of modeling approaches has been used for dose response assessment‘ .

(Moolgavkar et al. 1999). As in the case of mutagenicity these approaches evolved
from strictly empirical models, to quasimechanistic models attempting to redress
unappealing properties of the ﬁrst models, and ﬁnully to more and more biologi-
cally based models. - . D o o »

A. ’I-‘Iigh- to Low—Ddse Eifrapolation of Rodent Bioaﬁsz‘ly Data

" High to low dose extrapolation, a special application of dose response modeling,

is required to project low dose im llcatlons from high'dose data. Two characterlstlc‘
q Proj P g

* features of high to low dose extrapolatlon have encouraged a wide range of sophis--
.tication in approach. First, the evidence does not support a strong preferenceacross

the array of plausible dose-response models. Second, that same array of models will

typically imply a widely divergent set of low dose implications. A polarizing tension -

results because the evidence is so ineffective in choosing among models, and yet that
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~BEIR VI committee conducted a formal analysis of uncertainty using the general
methods developed by Rai and Krewski (1998). These results have subsequently .
been extended by Krewski et al. (1999b). :

V. PARTICULATE AIR POLLUTION AND CARDIORESPIRATORY
MORTALITY

Cohort study designs are often used to assess the asmcnatnon between commumty— C
' based ambient air pollution concentrations and longcvnty (Dockery et al. 1993; Pope,
el al. 1995; Abbey el al. 1999). In one such study, volunteers of the American Cancer * -
Society enrolled more than 1.2 million people in September of 1982 throughout the
.- United States (Thun et al. 1995). Information on history of disease, demographic
characteristics, and mortality risk factors were obtzined from respondents. Vital
status was monitored through the end of 1989. The association between concentra- -
tions of sulfate particles and longevity was examined i in 144 communities for white
. members of the cohort, totalling 509,292 subjects (Burnett ¢t al. 2001). The mean ..
age at enrollment was 56.7 years, 5% of subjects were younger than 40 years, 5%
“were older than 75 years, and 56.3% of subjects were women. During the course of_
~  the seven years of follow—up, 39,474 (7. 8%) subjects died. Standard statistical com-" '
puting software programs (e.g., SAS 1997) can be used for analysis if the assumption
of statistical independence between subjects is approprlate
Health responses, however, often cluster by community, 1nd1cat1ng that responses
* of subjects within the same community are more similar than responses of subjects' '
- in different communities, Failure to account for all the variation between commu--
nity health outcomes even after controlling for mortality risk factors can lead to
downward biased estimates of the uncertainty in the air pollution effect (Ware and-

Stram 1988). Addmonal bias can occur if the community mortality rates: display - - L

. spatial autocorrelation. Failure to account for spaual autocorrelation can also yield
downward biased estimates of uncertainty in the air pollution effect on mortality.
and may suggest incomplete control for potentially confounding community-level
factors with the variables of primary interest, such as air pollution (Miron 1984).
~ As part of a comprehensive re-analysis of the data from the Harvard Six-cites
Study (Dockery et al. 1993) and the American Cancer Society Study (Pope el al. .

‘ 1995) Krewski et al. (2000) developed new spatial methods for the analysns ofdata...

.. of this type. These methods included allowance for spatial autocorrelation within -

cites and within major airshed regions within the United States. The methods of

analysis included random effects models to describe variation in mortality rates -

_.among cities, reglonal adjustment models reflecting dlfferences among the seven ', L
o reglons considéred, and spanal ﬁltenng models in which broad geographic patterns ..

in air pollution levels or mortality rates (or both) were filtered out before the
" application of traditional methods of analysis for uncorrelated data (Krewskl el al.
2002). 1

Subsequently, Bumett el al (2001) developed a regressmn ssurvival model AR

'which the residual commumty health responses are characterized by community-
based stochastic variables called “random effects”, after controlling for individual
and community-level risk factors. The variance of the random effects represents the - -
residual variation .in mortality between communities.” Broader spatial trends ‘in -
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- Figure 4. Nonparametric smoothed surface of mortality by latitude and longitude, ad- -
justed for individual level covariates in American Cancer Society Study (panel .
* a). Nonparametric smoothed surface of particulate sulfate concentrations by -
latitude and longitude (panel b). Note, z-axis represents residuals from spatlal ‘
random effects survival regression model.

between exposure or dose and health outcomes. Biologically based risk models are
based on knowledge of the mechanisms by which toxic effects are induced. Since
most toxicological processes involve an element of complexity, biologically based - -
models tend to involve an element of complexity. The deveélopment of a biologically
based risk model often involves revision of mechanistic hypotheses as poorly fitting
models are refined in accordance with toxicological and epidemiological data,
ultlmately leading to a model that is consonant with & plausible mechanistic hypoth-
esis. A mechanistic model (that has stood the test of several ‘validation’ efforts) has
the advantages of enjoying biological plausibility, direct biological interpretation of .. .

' key model parameters, and a degree of confidence in extrapolatlon beyond the

range of the data.
Blologlcally based risk models for carcmogenes1s and mutagenesis have received

considerable attention by risk modellers, and have led to useful insights that would

b hard to achieve otherwise. For example the two-stage clonal expansion model of -

-, carcinogenesis, which recognized the important roles of both mutation and cell

proliferation in neoplasﬂc transformation, demonscates important differences in’

‘how agents that increase either mutation or cell proliferation rates could affect"

cancer risk in a dose-dependent manner. This model also offers valuable insightinto |

“the - types of synergistic- effects -that’can be -expected as ‘a consequence of fjoint (i
. exposure to two or more carcinogens.

Empirical models are more appropriate (indeed necessary) when a reasonable
understanding of the fundamental biological processes underlying the induction of
adverse health outcomes is lacking. Such models often provide a good fit to the data,
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‘and can be reasonably expected to provide accurate estimates of risk within the .
range of exposures or doses studied. Empirical models can range from simple linear '

. models used to extrapolate risks from higher to lower doses, to more complex '
models needed to adequately characterize intricate patterns in the available data.

" Givena compellmg biological basis support for the assumption of low dose linearity,
as is often argued for genotoxic effects, simple linear extrapolation may provide
adequately accurate estimates of risk at low doses. In other cases, such as recently

~ developed models used to describe covariation between spatial patterns of exposure

. and health risk, empirical models can be much more complex. Such complexity .
arises not because of the (not yet understood) complexity of toxic mechanisms
leading to adverse health outcomes, but rather because of complex patterns in the

- observed data that need to be described.

Although empirical risk models do not offer much insight into the biological -

. processes underlying the induction of toxic effects, they can provide valuable
information on the factors that affect or modify risk. The exposure-age-duration and
exposure-age-concentration models used by the BEIR VI Committee to describe the :
association between radon and lung cancer clearly demonstrate changes with risk in
attained age and duration or concentration of exposure to radon gas. Unlike the
two-stage clonal expansion model, however, such empirical models cannot distin- -
guish between genotoxic and nongenotoxic effects of carcinogenic agents. -

The ability of spatial risk models used to relate geographic variation in risk with ..
concomitant variation in environmental exposures demonstrates the importance of

. accounting for spatial autocorrelation in such data. Failure to acknowledge spatial

patterns that result in spatial autocorrelation can lead to biased estimates of risk,

and overstatement of the level of precision of associated with risk estimates. For such

. vanalyses, the use of complex spatial models cannot be avoided if appropnate
mferences about risk are to be drawn.

Not all risk models need be thought of as either empirical or biologically based.
The doseresponse used to describe developmental risk$ in rodents acknowledges
the presence of intra-litter correlation, a biological characteristic of such data due
to genetic similarity and a common intra-uterine environment. Such semi-empirical . |
" ‘models, which also permit a multivariate treatment of fetal mortallty (prenatal
' 'death) and morbldlty (fetal malformatlons), can provide some biological msxght i
into certain aspects of the data, without a full understanding of the biological .-
pathways leading to developmental anomalies.

Preference for a simple or complex risk model depends on the risk assessment )
obJectwes, and the context in which risk modellmg is undertaken. If an estimate of
mutagenic or carcinogenic potency is required with an essentially linear dose
response curve, a simple linear model may suffice, providing an estimate that is
virtually indistinguishable from that obtained from a more sophisticated biologically
motivated model. On the other hand, extrapolation of a curvilinear dose-response
relationship to ]éw doses may be more accurately accomplished using a model that
incorporates the key. biological elements involved in malignant transformation,
particularly when c€ll proliferation, which may demonstrate a nonlinear association
with dose, is an important element. Even when no attempt is made to develop a
biologically based risk model, complex data structures may necessitate the use of
complex empirical models. *

'
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We conclude that both simple and complex risk models can play useful roles in
risk assessment. Complexity can arise not only because of attempts to describe

complex biological phenomena, but also because of inherently complex patternsin ~

the data. Risk modellers need to be aware of empirical and biologically based
models of varying degrees of complexity, and select an analytic strategy capable of
addressing the risk assessment objectives motivating the development of an appro-
priate risk projection model.
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ABSTRACT
Toxicokinetic (TK) models have many uses, some of which are now regarded as
almost routine, in areas related to pharmaceutics, toxicology, and chemical risk assess-
ment. These TK models span a range from simple empirical curve-fitting analyses of
. blood/tissue time courses to physiologically based toxicokinetic (PBTK) models that
incorporate anatomical, physiological, and biochemical properties of laboratory ani-
mals and humans. While the PBTK models require more effort to develop and validate
than do data-based compartmental models, the biological detail in these descriptions
' pennitsv extrapolation to different doses, different exposure conditions, and different
species, including humans. Efforts to develop PBTK models are frequently rewarded
- with reduced work on subsequent compounds, since the physiologic structure, once -
developed for a particular life stage and class of compounds, is not expected to change
for other compounds in the class. A review of the literature shows that TK models have
had many uses in occupational health and industrial hygiene; however, they have not
been widely or systematically employed in these disciplines. This overview discusses the
history of uses of TK models in occupational health areas and suggests future possibili-
ties for these models. Notably, TK models and especially PBTK models could play much
more important roles in establishing occupational exposure limits such as the U.S.
Occupational Safety and Health Administration’s Permissible Exposure Limits based on
either animal or human studies; in assessing the range of susceptibility of diverse human
populations based on individual variability; in interpreting epldemlolog1cal and biomarker
studies for various exposure situations; in developing common methods to assess nsksf
for exposures to both- the general population and to worker populanons and in
assessing exposures to chemxcal mixtures. ‘

Key Words: pharmacokinetic, risk assessment, toxicokinetic (TK) modelmg, PBPK, |
PBTK. ‘
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INTRODUCTION

Pharmacokinetics (PK) has traditionally described the absorption, distribution,
metabolism, and elimination (ADME) of drugs and chemicals from the body in
various animal species and in humans. If studies are done with chemicals that are
not intended for use as drugs and have the potential for adverse responses, the field
of study is sometimes referred to as “toxicokinetics.” In this paper, we use the
terminology “toxicokinetic models,” although the terms pharmacokinetic and
toxicokinetic are frequently used interchangeably with many toxic compounds. TK
models apply a set of equations to capture the time course relationships of the
chemical in blood and tissues in the body. One goal of much TK modeling is to
elucidate the biological and chemical factors that lead to the observed time course
relationships. Structures of these TK models vary depending on the level of detail
included in describing the animal or human and the detail in describing the
biological interaction of the chemical and its metabolites within the body. With .
continuing improvements in computational resources over the last five decades, TK
modeling has evolved from simple empirical fitting of time course curves to devel-
opment of more biologically structured models that are becoming widely used in
assessing risks from exposure of the general population to various chemicals.

The main question in developing TK models is why bother to do itatall, Z.e., what
is the purpose of developing a PK model for a specific application. To paraphrase
this question, we ask “What do we expect to achieve through use of these models
that we cannot derive from other kinds of studies or by casual inspection of time
course curves from concentrations of occ1  ational chemical or metabolites in blood
or urine?” TK models have not been widely used in the occupational health/
industrial toxicology fields, although they have found some specific areas of appli-
cation over the last 30 years. One of the main goals of this paper is to ask what roles
TK models might play in occupational health and what changes need to occur in
occupational health research to encourage application of these models.

APPLICATIONS OF PK AND TK MODELING

Pharmaceutics

The major developer of PK data and PK models has been the pharmaceutical
industry. In this industry, the rationale for PK model development is that efficacy of .
drug action depends on the concentrations of drugs in the body at target sites.
Tablet dose is not necessarily directly related to active site concentrations, so studies
are conducted with every drug and drug formulation to understand the factors that
regulate the time course of active concentrations of drugs in the blood or plasma.
These factors include rates of absorption, rates of distribution throughout the body
to target tissues and to drug storage sites, rates of metabolism, and rates of ‘elimina-
tion from the body. These time course data are organized within PK models that
contain relatively few parameters (Wagner 1981) that allow predictions of time
course for different dosing situations and aid in developing dosing strategies to
optimize drug therapy. In general, PK models used in the pharmaceutical industry
are multicompartmental models where the specific compartments have no direct
anatomical correspondence with specific organs or groups of organs. With one
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particular class of drugs, the antineoplastic drugs, a great deal of work has been
conducted to develop more biologically structured models for the distribution and
cytotoxic action of these highly toxic drugs within the body (Himmelstein and Lutz

. 1979).

Tox:cology

Toxicologists frequently face the decidedly difficult task of inferring possible risks

to human populations from toxicity studies in which laboratory animals are exposed

- to chemicals at high daily doses, for their entire lifetime, by routes of exposure
different from normal exposure routes in humans. A significant concern among
toxicologists is whether the much higher doses in the animal studies might lead to
differences in kinetics compaied to kinetic behavior at lower doses. Pharmacologists
in the 1960s found that elimination of certain drugs, notably aspirin and ethanol,
changed markedly as the administered dose increased (Welling 1986). As with most
compounds, the elimination of these two compounds required metabolism, cata-
lyzed by enzymes. The body contains a limited amount of these enzymes. Metabolic
capacities become saturated if the concentrations of the drugs get too high. After
saturation, the kinetics of the compound change and the drug concentrations in the
_body increase rapidly with small increases in dose. With these two drugs, these rapid
increases in blood concentrations can lead to unwanted side effects — inebriation
with ethanol and ototoxicity with aspirin, among other effects.

In the 1970s, industry scientists at Dow Chemical Company began to introduce
TK studies routinely in the evaluation of the toxicity of commodity chemicals —
such as vinyl chloride and vinylidene chloride, two important monomers in the
plastics industry. The TK models used initially with various industrial compounds
also relied on compartments whose structure was determined by curve fitting of
models to the time course data. Unlike ethanol and aspirin, metabolism increases
the toxicity of these compounds. Despite these differences in modes of toxic action,

“the common issues that led to PK/TK model implementation in both pharmaceu-
tics and toxicology was the recognition of the need to equate responses — either
' beneficial, therapeutic responses or adverse, toxicological responses — with mea- -
sures of dose within the body. The measure of tissue dose chosen in most cases is
the blood or plasma concentration of the chemical under the assumption that tissue
concentrations are generally proportional to blood concentrations.

Risk Assessment ‘
* Beginning in the 1980s, TK modeling applications in toxicology éxploded as the -

methods were increasingly brought to bear in supporting new mechanistically based =~

approaches to chemical risk assessment. These risk assessments required methods
to assist in extrapolating from the conditions used in toxicity studies to various
untested situations. These extrapolations are from high doses to low doses, from
one dose route to other doses routes, and from the laboratory animals to humans
(Clewell and Andersen 1985). Strategies have been developed more recently to
make these extrapolations based on target tissue dose rather than administered
dose. In these extrapolations, measures of toxicity such as the Benchmark Dose
(BMD) would be expressed in relation to tissue dose occurring under these expo-
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sure conditions in the test animals. Then, human TK models would be used to assesg
exposure conditions that would lead to similar tlssue doses of toxic compounds in
humans exposed by relevant routes.

The PK models used for pharmaceutical materials are generally suited to interpo-
lation because of the ill-defined nature of the compartments in the model. Extrapo-
lation toruntested conditions required a more explicit structural formulation provided
by PBTK models with biologically realistic compartments and metabolic parameters
for pathways of metabolism. PBTK models have become widespread in toxicology -
(Leung 1991) and their importance has grown with the new emphasis on mode of
- action and dosimetry as centerpieces of the U.S. Environmental Protection Agency’s
(USEPA’s) approaches to chemical risk assessment (USEPA 1994; USEPA 1996) . After
their introduction into the risk assessment community in the mid-1980s, PBTK mod-
eling approaches underwent a period of intense scrutiny, including examination of
appropriate model structures, assessment of parameter sensitivity, and development
of methods to assess the influence of population variability on dose predlcuons with
these models. The value of the models was not really at issue: it was widely agreed that
dssue dose is the preferred measure on which to index the toxic responses. The
debate was about the correct manner in which to implement these dosimetry concepts
from the TK and PBTK models into an existing methodology that was based on much -
simpler empirical analyses of the relationship between response and administered
doses. During this period of evaluation .and critical review of these modeling ap-
proaches from 1985 to 1995, methods were applied to assess distributions of tissue
doses expected for particular populations. Italso becaine apparent that factors related
to differences in dose caused by individual differences in metabolism or clearances,
including polymorphisms, disease conditions, and multicompound exposure, could
be easily accommodated by these PTPK models to better assess the range of tissue
doses expected in a diverse human population (Clewell 1995).

Occupational Health/Industrial Hygiene

In contrast to what is common in the pharmaceutics, toxicology and risk assess-
ment communities, TK models, especially PBTK models, are not as-commonly
applied in industrial hygiene/occupational health studies. Why is this? Is there less
‘need to evaluate the relationship of expected adverse worker responses based on
* tissue dose than in these other disciplines? Or, are the extrapolative capabilities of

. PBTK -modeling unnecessary because, in industrial toxicology, we usually .study
. defined human populations directly? Either of these points may be valid in particu-
lar situations. However, an alternative explanatlon one favored by the authors here,
‘is that the ‘potential of TK modeling ‘approaches simply has not been actively
pursued in occupational health and industrial hygiene. These models offer promise
in several areas — establishing Occupational Exposure Levels, evaluating risk factors
for susceptible individuals, and achieving more uniform methods for risk assess-
ments for workers and for general population, among other things. How might the
promise of these models become realized? To answer this question, we first note the
different types of TK models used in various studies and then note the areas where
further development and application of the models appear promising for occupa-
tional health/industrial hygiene activities.
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’ Fat Liver

(f;max __f;lmin)* Cb
K+C,

fh(Cb) = fhmin +

Where K. = absorption rate constant
ke = elimination rate constant
/,,(C,) = fraction of body burden in liver

£,™ = minimum fraction of body burden in liver

£ = maximum fraction of body burden in liver
K = equilibrium constant
Cp = concentration in body

From Carrier (1995a).

Figure 1.  An empirical model for dose-dependent dioxin sequestration in the liver.

compartmental models are based on a specific representation of the body (Figure
- 2) in relation to a central compartment, where sampling usually occurs, and periph-
eral storage compartments. These models took advantage of properties of the
solution of the set of differential equations to estimate model parameters, such as
volumes of distribution, intercompartmental transfer rate constants, elimination
rate constants, ¢lc. from the experimental data. The development of these compart-
mental models brought structure and rigorous mathematical and statistical meth-
ods to the analysis of these time course data. These models were brought to
toxicology by several scientists in the 1970s including Gehring and colleagues at
Dow (McKenna ¢t al. 1977; Watanabe and Gehring 1976, and O’Flaherty 1981).
A good example of the use of compartmental models with an organic solvent was
the analysis of the time course of styrene in rats after exposure at inhaled concen-
trations of 80 to 1200 ppm (Ramsey and Young 1978). One of the most elegant
applications of this kind of modeling in toxicology was the development of two-
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Ay: amount in compartment 1

“Ay: amount in compartment 2

‘Vg4: volume of distribution

Ko: uptake rate |

kqo: rate constant for elimination

- Kkq2: intercompartm _ntal transfer rate
constant from compartment 1 to.2
k,¢: intercompartmental transfer rate
constant from compartment 2 to 1

Figure 2. A Two-Compartment PK model with intake and elimination from the
central compartment. ’
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compartment models for metabolism of inhaled gases in rats in so-called “closed

chamber” studies (Filser and Bolt 1981; Filser and Bolt 1979). These studies pro-

vided unprecedented accuracy in assessing the total distribution of chemicals into

a living animal and assessing the kinetic characteristics of metabolism. In the closed

chamber compartmental model, the sampling is done on the air phase and metabo-

lism-and storage occurs in the animal phase of the experimental system. In TK

parlance, this is a two-compartment model with metabolism occurring in the periph-

eral, or deep, compartment. A recent example of insights derived from these data-

based compartmental models in support of risk assessments was with .
hydrofluorocarbons (Emmen et al. 2000).

PBTK Models — Increasing Model Complexity for Broader Utility

A distinct advantage of the empirical and data-based compartmental models is
simplicity and the relative ease of conducting statistical analysis for formal estima-
tion of model parameters. A major disadvantage is the lack of a direct correspon-
dence between model parameters and anatomical, physiological, or biochemical
characteristics of the human or animal. PBTK mode!s are the reverse. Their advan-
tages are derived from the direct correspondence of :nodel parameters with specific
biological processes. Their disadvantage is that providing this level of detail requires
models with significantly more parameters that are not easily evaluated with conven-
tional statistical methods. Despite the increased complexity, these PBTK models are
increasingly used because they permit many extrapolations and because the basic
structure, once developed, is often chemical independent. The physiological and
anatomical detail required to develop a PBTK model for a particular lifestage and
type of compound may require a good deal of work and acute attention to valida-
tion. By validation, we mean that the model adequately predicts, as determined
through v15uallzat10n or by an appropriate statistical technique, data collected i in
experiments that were not used to develop model parameters originally. In practice,
after application to these validation data sets, all the data should be evaluated with
the model structure to get a refined parameter set. Once in place, the basic structure
can be applied to any number of other compounds within a broad class (Andersen
et al. 1999).

In PBTK models, compartment volumes correspond to specific organs or group-
ings of organs within the animal. Blood flows to each compartment, anatomical "~
relationships and other physiological parameters necessary to build the model are .
based, to the extent possible, on measured values. However, these models are all
simplifications of a more complex biology. The skill in developing any model,
including these PBTK models, is purposeful simplification — ensuring’ that the -
- model captures important aspects of the system that determines delivery of com-

pounds to target tissues. Often, groups of organs that serve as storage sites are
lumped together based on the ratio of perfusion rates divided by their storage
capacities, defined by their volume multplied by their partition coefficient. Usually,-
' the major compartments necessary in the TK models are target tissues for toxicity,"
major storage tissues, organs of metabolism or elimination, and routes of uptake
into the body or contact sites for more direct acting compounds. For example, the
PBTK model (Figure 3) recently developed for isopropanol (IPA) includes compart-
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ments for IPA distribution, metabolism to a primary metabolite, acetone, and
distribution of acetone throughout the body (Clewell ¢ al. 2001).

In addition to anatomical and physiological parameters, most PBTK models
require various chemical and physical data about the potentially toxic chemicals.
These parameters include the relative solubility of the compound in tissues versus
blood (i.e., the partition coefficients or non- specific binding) and metabolic con-
stants for pathways of metabolism that create and clear toxic compounds. Metabo-
lism, like the overall model itself, is usually simplified in accordance with the
hypothesis testing being performed or other purposes of the model. At times, simple
metabolic descriptions suffice (Ramsey and Andersen 1984) and at other times
more complex formulations are required to capture detail of enzymatic mecha-
nisms and juxtaposition of metabolic pathways in localized tissue regions (Johanson
and Filser 1993). Kinetic constants for metabolism can sometimes be acquired from
in vilro experiments or may be estimated by fitting the PBTK model to in vivo time
course data. When estimating kinetic constants for metabolism from in vivo ime
course data, model sensitivity should also be examined to ensure that the time
course behavior is actually sensitive to the parameters that are being varied in the
fitting routine. Methods for estimating metabolic constants include in vitro studies
with organelles, homogenates, cells, tissue slices, isolated perfused organs, and in -
vivo studies evaluating clearance of compounds from blood.

Human PBTK Models

Extrapolating the PBTK model to humans requires knowledge of the important
anatomical, physiological, and metabolic parameters for individual humans and for
the heterogeneous population that might be exposed to or work with potentially
toxic compounds. Anatomical and physiological parameters for humans are gener-
ally fairly well established in the literature. Metabolic parameters are usually more
difficult to predict. For well-characterized families of enzymes, these constants —
the maximum velocity of metabolism (Vmax) and the affinity of the enzyme for
substrate (Km) — have sometimes been estimated by using Km values for different
species and by allometric scaling of Vmax values in relation to body weight ™. The
pharmaceutical literature contains many studies on metabolic parameters involved
in clearance of drugs in humans. In general, the enzymes most commonly active in
oxidative drug metabolism are not the most common oxidative enzymes involved in
metabolism of occupationally relevant compounds. Optimal approaches for assess-
ing constants for metabolic pathways utilize human tissues or tissue preparations to
assess these constants directly (Reitz ef al. 1989). Extrapolations of metabolic param-
eters remain a challenge for interspecies scaling of PBTK models, but are a crmcal
need in assuring confidence in the human models.

Contrasting Empirical and PBTK Models
Over the last 75 years, various investigators have developed PBTK/TK models for ..
many drugs and occupational/environmental compounds. The earliest physiologi-
cally based description for chemical disposition within the body was provided for an
inhaled vapor, diethyl ether, in 1924 (Haggard 1924a; Haggard 1924b). Further.
developments in modeling anesthetic gases occurred with work by Kety (1951),
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Mapleson (1963), and Fiserova-Bergerova et al. (1974). The latter author first
introduced pathways of metabolism in the PBTK models for occupational chemi-
cals. Chemical engineers provided a series of PBTK models for cancer
- chemotheraputic drugs, starting with work on methotrexate (Bischoff et al:1971).
Short reviews of physiologically based models have appeared (Gerlowski and Jain
1983; Himmelstein and Lutz 1979; Leung 1991). Before embarking on a discussion
of more current uses of these PBTK models, it is useful to contrast PBTK models
- developed for CO and tetrachlorodibenzo-p-dioxin (TCDD) with the more empiri-
- cal modeling approaches noted earlier: '

A physiological approach for assessing blood HbCO arising from metabolism of
heme to CO provided an equation describing the physiological factors that regulate
production, binding, and exhalation of the CO (Coburn et al. 1965). The Coburn-
Forster-Kane relationship was subsequently used in a model for CO inhalation
(Andersen et al. 1991) that predicted HbCO concentrations for rats or humans in
both short-term and chronic inhalation exposures. The PBTK model also predicted
the HbCO concentrations expected from inhalation of methylene chloride due to
metabolism of this solvent by oxidation in the body. The ability to extrapolate across
species, duration of exposure, and compound (from CO directly to CO generated
by metabolic processes with methylene chloride) are all directly attributable to the
physiological structure embedded within the PBTK model.

In the past 10 years, several PBTK models for TCDD have appeared (Andersen
el al. 1997a; Andersen ¢l al. 1997b; Andersen ¢! al. 1993; Kohn et al. 1993). These
descriptions include the disposition of the TCDD and its ability to induce specific
TCDD-binding proteins, now identified as cytochrome P450 1A2, within the liver
(Leung et al. 1990). In a way, these models are both toxicokinetic and toxicodynamic
models because of the need to include protein induction. These models successfully
account for the dose-dependent sequestration in liver at high-doses that formed the
basis for the empirical TK model developed by Carrier (Carrier ef al. 1995a; Carrier
et al. 1995b). In the PBTK models of kinetics and induction, the induction of hepatic
binding protein occurs due to the interaction of TCDD with the aryl hydrocarbon
(Ah) receptor, binding of the Ah- TCDD complex with putative binding sites on
DNA, and transcriptional activation of the CYP 1A2 gene. In the physiological
model, there is no term for maximum sequestration, the /™ in the empirical
model, or for K, the body burden at which there is half-maximal increase in liver
sequestration. Nonetheless, the PBTK model is capable of estimating these compos-
ite parameters and, through the use of sensitivity analysis, to determine the biologi-
cal processes within the body that determine the magnitude of these two param-
eters. ,

In what turned out to be slightly counterintuitive, Evans (Evans and Andersen
2000) showed recently that this composite K value was relatively insensitive to the
dissociation constant for binding of TCDD to the TCDD binding protein. Instead,
the “K” of the empirical model was mainly determined by the affinity of TCDD for
the Ah receptor and the affinity of the Ah receptor-TCDD complex with sites on
DNA. The f;™* parameter was largely dependent on the maximum increase in CYP
1A2 and inversely related to the solubility of TCDD in fat and the dissociation
constant between TCDD and the CYP1A2 binding protein. In addition, the f;"*in
a PBTK model was noted to occur where there was maximal induction of the

Hum. Ecol. Risk Assess. Vol. 8, No. 6, 2002 1385



Andersen and Dennison

binding protein with a low degree of saturation, not when the binding protein was
fully occupied. PBTK models for TCDD are still under development by several
investigators. They have served as important tools for determining the importance
of biological parameters through sensitivity analysis and for prioritizing mechanistic
studies to aid in improving fidelity of the model with a range of biological observa-
tions. These PBTK models are extensively discussed in the dose-response assessment
chapter of USEPA’s re-assessment of the risks of TCDD and related compounds
(USEPA 2000). '

USES OF PBTK MODELS IN RISK ASSESSMENT
The Role of Dosimetry Models in Contemporary Risk Assessments in the United
States

The new directions in risk assessment are increasingly emphasizing two con-
cepts — mode of action and dose metrics for toxicity. The mode of action is
defined as the series of key (necessary, but not sufficient) events and processes
starting with the interaction of an agent with a biological target, through the
functional and anatomical changes eventually resulting in adverse responses in
the organism. The dose metric is that measure of target tissue dose that is most
closely related to the ensuing adverse responses. Dose metrics include concen-
tration of the parent compound or specific metabolites in blood or tissues, area
under blood/tissue concentration curves, or measures of early responses, such
as enzyme induction patterns with TCDD. The dose metric must be defined
based on the mode of action. Optimally, the mode of action statement should -
contain information about the biological processes disrupted by the toxic chemi-
cal and a statement of the form of chemical involved in the deleterious interac-
tions. PBTK models fit in here because they can be used to calculate the
‘expected values of the dose metrics under a wide variety of conditions in
laboratory animals, in individuals, and in human populations. These models
have been most attractive in those situations where human risks are derived from
animal toxicity studies and the need to extrapolate from laboratory species to a
human population requires a more detailed mechanistic understanding of the
kinetic behavior. In a nutshell, mode of action, in and of itself, is used to defend
methods of low dose extrapolation — linear, nonlinear, or threshold. Dosimetry
models then form the basis of the approaches for quantitative extrapolation to
low doses and to humans. '

The first human health risk assessment that employed a PBTK model was pro-
posed for methylene chloride (Andersen ¢f al. 1987). This PBTK model was devel-
oped to examine the dose dependence of liver and lung tumors in mice. To.
accomplish this task, the model included information on metabolism of methylene
chloride by oxidation and by glutathione conjugation, concentration of metabo-
lites, including CO, interspecies differences in rate; of metabolism, and multiple .
- exposure routes. The dose metric most closely correlated with tumor formation was ' *
metabolism by glutathione transferase, a conclusion that has been amply corrobo-
rated by subsequent mechanistic studies (Green 1997). The risk assessment based
on tissue doses of the glutathione reaction products indicated that humans would .
~be at considerably lower risk than were the mice for equivalent exposure concentra-
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tions. Because the use of these methods represented a novel departure from the risk
assessment defaults in the mid-1980’s, the National Academy of Sciences sponsored
aworkshop and constituted a workgroup to determine if these modeling approaches
were mature enough for more routine use in chemical risk assessments. The delib-
. érations of this group, including the group of papers from the; publlc meeting,
appeared as a volume in the Drinking Water and Health Series (NRC 1987).
"~ The U.S. Occupational Safety and Health Administration (OSHA) used similar
- PBTK models to perform a risk assessment for occupational exposure to methylene .
chloride that supported their decision to promulgate a Permissible Exposure Limit
(PEL) of 25 ppm (OSHA 1997) However, dosimetry models are much more
commonly employed for assessments with environmental exposures to the general
- population. The USEPA actively encourages the use of PBTK modeling in the risk
- assessment process (USEPA 1996). Some examples where PBTK models have been -
. used are in the Integrated Risk Information System’s (IRIS) Pilot Project with vinyl
chloride (USEPA 1999a) and with ethylene glycol monobutylether (EGBE) (USEPA
1999b). The dose metric for vinyl chloride was the amount of vinyl chloride metabo-
lized to epoxides within target tissues. Using the PBTK model to calculate this dose
metric, the USEPA developed a Reference Dose (RfD), Reference Concentration
(RfC), cancer slope factors, and inhalation unit risks. The reassessment of dioxin
risks also included use of PBTK models (USEPA 2000). The proposed revisions to
US EPA’s cancer risk assessment guidelines promote application of mode of action
and dosimetry concepts in risk assessments. Several groups have conducted risk
assessments following these proposed guidelines to assess the issues raised by this
new procedure. The compounds evaluated include chloroform (ILSI 1997) and
formaldehyde (CIIT 1999). Dosimetry models have also been developed for a set of
inhaled compounds — vinyl acetate (Bogdanffy et al. 1999), acrylic acid (Frederick
el al. 1998), and methylmethacrylate (Andersen ef al. 1999) — that damage the nasal
- olfactory epithelium in exposed rodents. This latter group of models; along with a
‘dosimetry model for formaldehyde (CIIT 1999), offers considerable promise for
applications in assessing PELs with a wider variety of compounds and for others that
have direct effects on epithelial tissues throughout the respiratory tract. Dosimetry
modeling is an important part of the methodology for establlshmg RfCs and is
- highlighted in the RfC documentation (USEPA 1994)

Interpretive Applications of PBTK Models .

Biological Exposure Indices (BEIs) and other biomarkers of exposure are often
- developed by relating the exposure of a group of workers to concentrations of
- chemicals or metabolites in blood, urine, breath or hair. The standard analysis of
this type of data usually relies on empirical relationships to analyze findings and
trends. When a valid PBTK model can be developed for the chemical and its
biomarker, the relationship between exposure and the biomarker can be explained
mechanistically and extrapolated, if necessary, to other exposure situations and
other routes of exposure. Examples of PBTK models in support of biomarker
research includes hemoglobin adducts (Fennell e/ ‘al; 1992), metal accumulation in -
hair (Clewell et al. 1999), and urinary/exhaled breath measures following exposure
(Leung 1992; Perbellini et al. 1990; Thomas ef al. 1996). Another application of
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PBTK models is in evaluating tissue dosimetry in connection with epidemiological -
studies (Smith 1991). Models addressing absorption through the skin have also
been developed (McDougal et al. 1990; McKone 1993). Incorporation of these
PBTK models into epidemiological studies to assist exposure assessment would
enhance the ability to relate biomarkers to tissue doses across different routes and
differing temporal patterns of exposure.

RISK ASSESSMENT APPLICATIONS IN THE OCCUPATIONAL SETTING

The usual approach in setting PELs (i.e., risk assessment for occupational expo-
sures) relies heavily on available human data relating workplace exposure levels and
specific symptoms or complaints. However, even for common chemicals such as
xylene and other solvents, there is considerable uncertainty in establishing PELs
with human data due to inconsistency in results of the human studies (for an
example see OEHHA 1997). Usually, the uncertainties in extrapolating from animal
studies results in a decided bias toward use of human studies, whatever their
limitations. Typically, these human studies evaluate tne data from controlled volun-
teer studies or from workers at their job sites, using statistical analysis (e.g., Ong et
al. 1991), empirical relationships, or compartmental models. Benignus provided an
interesting example of the use of PBTK modeling as an adjunct to the human
studies (Benignus et al. 1998). Here, a PBTK model estimated tissue dose metrics for
toluene exposure for a variety of diverse exposure conditions. By relying on a
measure of tissue dose within the body, a common dose-response curve described
results from all the studies. Johanson and colleagues have developed PBTK models
for a variety of compounds such as ethyl ¢butyl ether (Nihlen and Johanson 1999),
trimethylbenzene (Jarnberg and Johanson 1999) and acetone and toluene as influ-
enced by ingestion of clorzoxazone (Ernstgard et al. 1999) based on controlled
human exposures. In the future, there will likely be emphasis in providing a more
quantitative evaluation of animal studies as part of the process of setting PELs.
Analysis of animal studies in the context of human relevance will encourage more
routine development of interspecies PBTK models for compounds of occupational
interest.

A concern in the workplace is differential responses of susceptible individuals. .
Molecular tools have become available to characterize differences in metabolizing
enzymes and differences in genetic endowment within a population. Many factors,
such as gender, age, ethnicity, genétic makeup, environmental or lifestyle exposure,
may alter susceptibility to toxicity (Hirvonen 1999; Portier and Bell 1998; Smith
1999). Environmental/lifestyle factors include the use of tobacco, non- prescription -
and prescription drugs, ethanol consumption, nutrition/diet, and disease states.
Polymorphisms in activating and detoxifying enzymes exist for most biotransforma-
tion enzymes (Klaassen 1995; Stephens et al. 1994). The effects of these factors on
metabolism vary. These polymorphisms may decrease or increase enzyme activities
and clearance of toxic compounds from the body. Existing risk assessments typically -
offer only a qualitative evaluation of atrisk groups/individuals (see, e.g., USEPA
1999a). To the degree that these individual differences are related to differences in
dosimetry among individuals, the risk for any given population/individual could be
estimated by incorporating the physiological or metabolic characteristics of the
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~population into the PBTK dosimetry model. For populations that exhibit a distribu-
- tion in the range of critical parameters, the distribution of expected risks can be

characterized by use of cumulative probability type analyses (Bois ¢/ al. 1996; Clewell
and Andersen 1996 Portler and Kaplan 1989) Researchers with 1nterest in. TK,‘
variability and its impact on risks for both the general population and for workers.
These methods generally rely on Monte Carlo simulation techniques. The Monte
Carlo approach addresses variability by permitting the model input parameters to .
vary in accordance with some known or assumed statistical dlstrlbutlon i.e., normal,

'lognormal, etc. The model is run iteratively, with the input parameters randomly -

sampled for each run. Model output is presented as a distribution of values, and the
: distributions can be analyzed statistically. This approach has been used to estimate
- the percentage of a worker population that would be protected by the BEIs for six

organic chemicals ‘(Thomas et al. 1996). Similarly, OSHA used Monte Carlo ép— '
proaches to estimate the excess cancer risk from exposure to methylene chloride at
the proposed new PEL during rulemaking (OSHA 1997). These techniques provide
a means of dealing with the larger inherent variability in humans as compared to

- laboratory test animals and to allow estimation of upper bound dose metrics as

required in protecting the majority of workers. Yet, there are large areas of uncer-
tainty in how Monte Carlo analysis should be performed, including the determina-
tion of relevant parameter distributions in different populations and subpopula-
tions of humans, in issues pertaining to autocorrelation of model parameters, and
in the interpretation of the resulting dose metric distributions.

The toxicity of many compounds in the work environment occurs due to their
metabolism to reactive, toxic compounds. Carbon tetrachloride is metabolized to a

- free radical in the liver to cause hepatotoxicity. Chloroform is oxidized in liver and

kidney to phosgene. Vinyl chloride is converted to an epoxide. Sequential oxidation

. processes produce- the neurotoxic metabolite, 2,5- hexanedione, from hexane.

Other compounds are removed by metabolism, including toluene and xylenes. The
metabolism of many of these low molecular weight volatile compounds occurs via
a common enzyme, cytochrome P450 2E1 (Guengerich and Shimada 1991). Some
cases of susceptibility are likely to be associated with alterations in the activity of this

- enzyme among individuals because of lifestyle, health, or genetic differences. The

activity of this enzyme is affected by co-exposures to ketones, persistent use of
alcohol, drug therapies that block or enhance the activity, diabetes, and altered liver
function. A useful tool for assessing susceptibility to these compounds bioactivated

. or cleared by CYP2E1 will be further development of mechanistic models for CYP

: 2E1 activity under different situations in various populations. Chien (Chien et al.

11997) developed a mechanistic model for the induction of cytochrome P450 2E1
enzymes by ethanol. This model, in some ways similar to the induction models for
TCDD, is both a toxicokinetic and toxicodynamic model for the effects of ethanol.
Another example of a pharmacodynamic response in relation to susceptibility
would be CYP 2E1 inhibition due to the use of pharmaceuticals, such as disulfiram
(Emery et al. 1999). The influence of the concomitant CYP 2El inhibition and
induction by acetone and other chemicals, the effects of nutrition, diet, disease,
genetics, and other aspects of individual susceptibility could be addressed in similar
fashion.
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The standard approach to developing PBTK models for risk assessment pur-
poses involves several steps that vary due to the nature of the chemical, the
exposures, and the anticipated risks. Initially, the PBTK model is developed with
available information regarding the kinetics of the chemical in rodents and/or
humans. This phase includes analysis, as appropriate, of time course data, enzy-
mology, ‘and other critical effects such as respiratory depression, glutathione
depletion, or metabolite interactions. Most often, initial model development will
uncover specific data needs that are filled by conducting additional experiments
in animal, human or in vitromodels. A working model is then used for performing
dose-response assessments of animal toxicity or occupational epidemiology data,
such as was performed with the methylene chloride cancer bioassays. Once the
models are sufficiently developed, the sensitivity of the model to various input
parameters is assessed using sensitivity analysis techniques. These sensitivity analy-
ses provide information regarding the importance of various parameters with
respect to the model dose metrics. These analyses also serve as priority setting
tools. The more sensitive the model dose metric is to a given process (i.e., param-
eter) the more important it is to accurately know the parameter. Sensitivity
analyses have been performed recently with PBPK models used to support risk
assessments for environmental and occupational exposures to vinyl acetate and
acrylic acid (Plowchalk et al. 1997; Andersen et al. 2000).

In refinement steps, the model structure can be changed or key parameters
may be estimated by direct experiments. Eventually, the model will be scaled up
to humans by substituting human values for applicable parameters. These values
again may be estimated from similar chemicals, scaled allometrically, or mea-
sured in vitro. In vitro experiments with human tissues can be important in
developing estimates for various parameters, particularly biochemical param-
eters including tissue binding, enzyme activity, enzyme induction, and similar
phenomena. If human kinetic data are available, they can then be used to
validate the human version of the PBTK model. The model is then used to
predict values for dose metrics that can be used in the dose-response phase of
a human health risk assessment, to extrapolate to pertinent exposure regimens,
or to assist in designing experiments to collect human kinetic data for further
validation of the model. Tardif (Tardif et al. 1997; Tardif et al. 1993) used this
approach to develop a human PBTK model for toluene, ethylbenzene, and
xylene mixtures. Initially, the model was developed in rats, using data on the
time course of chemical in venous blood to assist in estimating kinetic param-
eters at several exposure levels. The model was then scaled up to humans using
allometric relationships. Data collected in controlled human studies at exposure
levels below the Threshold Limit Value for the chemicals were then used to show
the validity of the model after scaling. The model was then available for various
purposes including extrapolation to other exposure levels and evaluation of
risks posed by mixtures. '

Many of these issues (Table 1) surrounding chemical risk assessment in the -
workplace can be addressed by developing PBTK models for tissue dose metrics that
take advantage of a number of informational and experimental resources.
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ABSTRACT

The Epidemiology Work Group at the Workshop on Future Research for Im-
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2000, at Snowmass Village, Aspen, Colorado, concluded that in order to improve the
utility of epidemiologic studies for risk assessment, methodologic research is needed
in the following areas: (1) aspects of epidemiologic study designs that affect dose-
response estimation; (2) alternative methods for estimating dose in human studies;
and (3) refined methods for dose-response modeling for epidemiologic data. Needed
research in aspects of epidemiologic study design includes recognition and control
of study biases, identification of susceptible subpopulations, choice of exposure
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metrics, and choice of epidemiologic risk parameters. Much of this research can be
done with existing data. Research needed to improve determinants of dose in
human studies includes additional individual-level data (e.g., diet, co-morbidity),
development of more extensive human data for physiologically based pharmacoki-
netic (PBPK) dose modeling, tissue registries to increase the availability of tissue for
studies of exposure/dose and susceptibility biomarkers, and biomarker data to
assess exposures in humans and animals. Research needed on dose-response mod-
eling of human studies includes more widespread application of flexible statistical
methods (e.g., general additive models), development of methods to compensate
for epidemiologic bias in dose-response models, improved biological models using
human data, and evaluation of the benchmark dose using human data.

There was consensus among the Work Group that, whereas most prior risk assess-
ments have focused on cancer, there is a growing need for applications to other health
outcomes. Developmental and reproductive effects, injuries, respiratory disease, and
cardiovascular disease were identified as especially high priorities for research. It was
also a consensus view that epidemiologists, industrial hygienists, and other scientists
focusing on human data need to play a stronger role throughout the risk assessment
process. Finally, the group agreed that there was a need to improve risk communication,
particularly on uncertainty inherent in risk assessments that use epidemiologic data.

Key Words: risk assessment, epidemiology, statistical models, dose modeling, dose-
response.

BACKGROUND

In the past, risk assessment has been largely performed by toxicologists and
statisticians, and research methods in this field have mainly emphasized toxicologic
and statistical issues. Epidemiologists have generally been under represented in the
risk assessment process because most risk assessments have been based on toxico-
logic rather than epidemiologic data. This situation appears to be changing with
more epidemiologists expressing an interest an participating in risk assessment
(Samet et al. 1998; Hertz-Piccioto 1995; Stayner ef al. 1995), primarily due to an
increase in the availability of high quality epidemiologic studies that are available for
quantitative risk assessment, and lingering questions: about appropriateness of ani- -
mal models for predicting human risk (Ames and Gold 1990; Huff 1999).

EPIDEMIOLOGIC RESEARCH NEEDS -

The Workshop on Future Research for Improving Risk Assessment Methods, Of .
Mice, Men, and Models, held August 16 to 18, 2000, at Snowmass Village, Aspen,
Colorado, included an Epidemiology Work Group. Prior to the meeting in Snowmass,
members of the group were invited to develop descriptions of research areas that
they believed would enhance the utility of epidemiologic studies for risk assessment
~ purposes. After presentation of recommendations by approximately 20 members of
the group, the priority areas were organized into four broad categories: (1) aspects
of epidemiologic study designs that affect the validity of dose-response estimation;
{2) alternative methods for estimating dose in human studies; (3) refined methods
for dose-response modeling for epidemiologic data; and, (4) the range of health
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outcomes for consideration in future risk assessments. Additional comments were
made by members of the group with respect the importance of greater involvement
of epidemiologists throughout risk assessment and communication.

Aspects of Epidemiologic Studies Affecting Dose-Response Estimation
Study Biases

All epidemiologic studies are vulnerable to biases, including nonrepresentative
selection of study subjects, misclassification of exposure or health outcome, and
confounding. The extent to which biases are recognized and controlled determines
study validity. Nonetheless, bras is never fully eliminated and may cause distortion
of findings that ultimately are incorporated into risk assessments. For example,
occupational cohort studies are often prone to a selection bias known as the
“healthy worker effect,” which is due to selection of relatively healthy workers for
employment and inappropriate comparisons with national or regional population
disease rates (McMichael 1976). For risk assessment, a particularly serious aspect of
this bias is related to the fact that workers must be healthy to continue working,
which is sometimes referred to as the “Healthy Worker Survivor Effect” (HWSE)
(Arrighi and Hertz-Picciotto 1996; Robbins 1987). It has been shown empirically
that HWSE may lead to dampening of dose-response relationships, which may even
appear negative in occupational cohorts (Steenland and Stayner 1991).

Incomplete or erroneous /exposure assessment is a pervasive shortcoming of
epidemiologic research that can lead to biased dose-response estimates (Armstrong
et al. 1998; Thomas et al. 1993). Deficiencies in exposure assessment can be avoided
in future research provided adequate resources are allocated. For existing epide-
miologic studies on which risk assessments might be based, systematic efforts to
address the direction and magnitude of bias can be attempted with sensitivity
analyses. The Work Group strongly endorsed both improving exposure assessments
for planned future studies and exploiting statistical methods to examine measure-
ment error bias in available datasets.

Susceptibility

Little is known about the quantitative effect of various human factors (e.g,
genetics, gender, age, diet) on responses to toxic environmental agents. The results
of epidemiologic studies generally reflect “average” responses of the population, but
may poorly reflect risks to susceptible subgroups. Epidemiologists commonly per-
form stratified analyses and related methods to detect effect modification of toxic
exposures by host factors. This practice and the reporting of important subgroup-
specific findings are encouraged; advances in statistical methods to quantify inter-
active effects will be beneficial in this regard. Identification of susceptible subgroups
and quantification of subgroup risks will undoubtedly increase in importance in the
foreseeable future as new information emerges from the Human Genome Pfo_ject.
There will be a definite need for the development of improved statistical methods
such as those of Greenland and Poole (1994) to handle the extremely large amount
of information that will emerge soon from molecular genetic research. There will
also be a need for research on statistical techniques to incorporate this information
into the development of risk assessment models.
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Choice of Exposure Metrics

Cumulative Exposure. A convenient exposure metric for many epidemiologic
studies has been cumulative exposure: the product of exposure concentration (c)
and time (t). The convention is simple, recognizes that both ¢ and t are important,
and is a reasonable default when peak exposure episodes, exposure intermittence,
andother exposure patterns cannot be estimated. In the future, epidemiologic
research should take greater advantage of advances in environmental exposure
assessment techniques that enable measurement of time-varying exposure levels.
Research that quantifies the relative effects of cumulative, peak, and average expo-
sures should shed light on exposure/disease mecharisms. This would logically lead
to risk assessments based on the most relevant exposure patterns, not limited
necessarily to cumulative exposure effects.

Exposure Distributions. Exposure estimates are frequently summarized (e.g.,
average exposure) for a job, time period, or geographical location. This practice is
prone to misclassification in situations where there is considerable heterogeneity of
exposure within classification units. For example, in the workplace, exposures for a
given job type can vary greatly depending on specific tasks performed, use of
protective equipment, and local ventilation. Modern computational resources allow
the incorporation of these factors to generate exposure distributions that are more
valid personal indicators than are group averages. Research on methods for incor-
poration of exposure distributions in epidemiologic dose-response analyses should
therefore be encouraged.

Exposure Windows. Related to the subject of exposure distributions is the timing
of exposure which can be critical to the effect. For example, for many cancers with
long latency intervals, exposures immediately preceding diagnosis or death may not
be etiologically relevant (Thomas 1988). In other situations, recent exposures may
be especially important if there are acute or late-stage effects. The timing of expo-
sure is critical, sometimes even to a few days, as in the case of exposure to the
developing fetus. Epidemiologic research on a variety of health outcomes is needed
that more fully explores relevant exposure time windows in order to reduce expo-
sure misclassification and hence uncertainty in risk assessments. Experience to date
with these analyses is limited.

Choice of Epidemiologic Risk Parameters

Relative risk (e.g., rate ratio, odds ratio) is the most common measure used in
epidemiologic studies, particularly for studies of chronic diseases. Epidemiologic
studies seldom report measures of risk difference (i.e, excess risk) that might be
used to estimate attributable risk and effect modification other than on a multipli-

- cative scale. Other measures of risk such as years of life lost or lifetime excess risk
may be more useful for informing risk managers. The ramifications of using various
risk parameters in dose-response assessments deserves further study.

Dose-Response Modeling in Epidemiologic Studies
Application of “New” Statistical Methods

A variety of “new” flexible statistical models are available for application to dose-
response assessment (Thomas 1998). For example, general additive models are
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data. It is generally accepted that cancer is a genetic disease, involving somatic
mutations or other changes to DNA that can be induced by environmental expo-
sures to carcinogens. It is also well established that some germ line mutations can
produce a hereditary predisposition to cancer or an unusual sensitivity to environ-
mental carcinogens. There is ongoing, widespread research in molecular genetics
to identify polymorphisms involved in the metabolic activation of precarcinogens to
their active form or their de-activation. Information derived from this research has
great potential, ultimately, for characterizing especially susceptible subgroups within
populations. Consequently, as new genetic marker information emerges, there will
be an increased need for refined risk assessment methods that permit estimation of
subgroup-specific risks.

Health Outcomes Needing Further Study

Historically, risk assessments based on epidemiologic data have focused mainly
on cancer. The Work Group voiced a need for other endpoints to be studied as well.
These include the following:

Reproductive and Developmental Outcomes. Reproductive and developmental
effects have characteristics that make risk assessment for these endpoints more
complex than for many other outcomes. For example, there is a wide range of
specific endpoints, ranging from gonadal dysfunction, endocrine disturbances, and
impaired reproductive performance to effects observed early in life, such as preg-
nancy wastage in subclinically or clinically detected conceptions, infant death,
structural malformations, intrauterine growth retarcation, deficits in development
of structure or function, and transplacental carcinogenesis. Furthermore, the occur-
rence of an outcome may preclude another outcome or influence the shape of its
dose-response. The role of repair and the timing of exposure are also key to
understanding and quantifying risks from reproductive/developmental toxins.

Injury. Little research has been done on risk assessment for injuries, yet injuries
are one of the leading causes of death and lost work time in the United States.
Difficulties in studying injuries include problems of defining correct population
denominators, estimation of appropriate doses, and poorly identified risk-modify-
ing factors. Nonetheless, these should not be insurmountable problems for future

epidemiologic research.

' Cardiovascular and Respiratory Diseases. Cardiovascular disease is the leading
cause of death in the United States, and there is evidence that exposure to various
environmental agents, such as arsenic and fine particulate air pollution, may in-
crease the risk of the disease. Respiratory diseases are currently of major public
" health concern. The increasing rates of asthma in the population offers a vivid
- example. Consequently, there is a clear need for including these diseases in future -
risk assessments.

OTHER CONSIDERATIONS

The Work Group discussed the need for increased representation of epidemiolo-
gists and industrial hygienists in the risk assessment community. It was noted that
health risk assessment committees frequently do not include epidemiologists or
exposure assessment scientists. Limited use of epidemiologic data and inadequate
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training in risk assessment methods among epidemiologists and exposure assessors
are the main reasons for this precedent.

It was felt that there was a need to develop guidelines for the skill combinations
... needed to adequately evaluate all studies when conductmg risk assessment. Also

- needed are guidelines to be used in evaluating human studies in risk assessment
projects. Increased training in risk assessment for epidemiologists is needed as well
as additional support for epidemiologic research. There is a National Center for
Toxicological Research; a National Center for Epidemiologic Research that empha-
- sizes training in risk assessment might also be created.

Much of the research needed to improve risk assessments that use epidemiologic
data can be done with existing data. The group decided that it was not necessary to
conduct new epidemiologic studies to address the questions raised in the first area
" of research described above, “Aspects of epidemiologic studies affecting dose-
response estimation”. Re-analysis of existing data sets would be a logical starting
point. Eventually, pooling of shared datasets to address low-level risks will be desir-
able. The Work Group endorsed this idea, but cautioned that appropriate attention
will need to be paid to data confidentiality and protection of study subjects.

Finally, the communication of risk assessments to the general public in a manner
that they can understand is a difficult challenge. Characterizing uncertainty is
particularly difficult. Methods to characterize and explain uncertainty quantitatively
and qualitatively are needed.
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improved, which will aid in extrapolating toxicological responses to low doses and
from short_—term exposures. Success depends on greater use of validated biologically
based dose-response models that include pharmacokinetic and pharmacodynamic
data. Research in these areas will help define uncertainty factors and reduce reli-
ance on underlying default assumptions. Throughout the workshop the panel
recognized that biomedical science and toxicology in particular is on the verge of
a revolution because of advances in genomics and proteomics. Data from these
high-output technologies are anticipated to greatly improve risk assessment by
enabling scientists to better define and model the elements of the relationship
between exposure to biological hazards and health risks in populations with differ-
ing susceptibilities.

Key Words: susceptibility, life stages, pharmacokinetics, dose respoiise, exposure
assessment, genomics.

INTRODUCTION .

Considerable progress has been made over the last 20 years in defining discrete
components that affect relationships between exposure circumstances and biologi-
cal effects. However, toxicology must move toward better characterization and
understanding of the key cellular and molecular alterations that are responsible for

- adverse effects observed in experimental animals and humans. To achieve this goal,
research is needed to address several deficiencies in data and methods currently
applied in risk assessment. To improve the link between chemical exposure and
toxicological response, the following issues must be considered: (1) increased
understanding of inter- and intra- individual variability in susceptibility with special
attention to susceptibility during all life stages, (2) accounting for factors that affect
cross species extrapolation, (3) adjusting for dose rate effects, (4) defining toxico-
logical responses at low doses, (5) making use of continuous as well as quantal data
from toxicological responses, (6) developing better response data from short-term
exposures, (7) addressing exposures to chemical mixtures and by multiple exposure
routes, and (8) refining uncertainty factors with reliable experimental data. Im-
provement in most of these areas requires identification and quantification of
molecular and cellular biomarkers along the critical pathway between exposure to
an agent and clinical or functional expression of toxicity. Improvement also de-
pends on developing biologically based dose response (BBDR) models that can link
exposure and biological response in a physiologically realistic framework. The
framework must account for the time- and dose-dependent delivery of the toxic
form of the agent to its biological target (kinetics) and the time- and dose-depen-
dent changes in the biological system that lead to an adverse response (dynamics).” -

INTER- AND INTRA-INDIVIDUAL VARIABILITY IN SUSCEPTIBILITY

Traditionally, chemical risk assessors and their methods have focused on defining
qualitative and increasingly quantitative relationships between exposure to toxi-
cants and adverse effects. A risk assessor’s ability to establish this connection has
been hampered by inter-individual variability (Hattis 1996). Although much uncer-
tainty in risk assessment is attributable to absent or inconsistent data, this source of
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uncertainty theoretically can be addressed by filling identified data gaps. In contrast,
inter-individual variability can only be addressed by understanding the underlying
" basis for the variability and then applying new methods that enable the incorpora-
., tion of this information into risk assessments: A major source of uncertain‘ty,in risk
- assessment is how responses to chemicals and physical agents vary not only among
individuals but within an individual under changing circumstances. Gender, race,
ethnicity, lifestyle, genetic predisposition, and age (conception to senescence), are
factors that must be considered in risk assessment, as they can contribute to varia-
- tion among individuals in disease outcome. resulting from environmental insult -
(Perera 2000). Age, life-style changes, reproductive status, drug use, and previous
exposures, among other factors, can also contribute to response variation within an
individual over time. _ '
~ While experimental toxicologists generally design studies to control for inter-
- individual variability, epidemiologists routinely include corrections for confounders
or effect modifiers such as smoking, alcohol use, diet, gender, race, and age. When
appropriate, this information is included in risk assessments with the ultimate goal
of reducing uncertainty. Although gender, age, and diet have been addressed in
experimental animal studies, race, ethnicity, and lifestyle factors are not easily
addressed. As a consequence, risk assessments must rely solely on human data to
assess the contribution of these factors.

Increasingly, epidemiological studies have attempted to 1dent1fy genetic polymor-
phisms that may explain in part inter-individual variations. Genetic polymorphisms
that appear to predispose individuals to cancer have received the most attention.
The most extensively studied susceptibility factors are the genetic variations in Phase
I and Phase II xenobiotic-biotransformtion enzymes (Perera 2000). Investigation of

' genetic variants in cytochrome P450 (Ishibe et al 1997; Mollerup ef al. 1999),
glutathione Stransferase, and Nacetyltransferase (Trizna et al. 1998) have contrib-
uted greatly to an understanding of the source of variation among individuals in
terms of their response to chemical carcinogens. Altered expression of these en-
zymes because of inherited polymorphisms or differences in the levels of enzyme
induction can lead to different abilities to activate or detoxify xenobiotics and
thereby alter a person’s risk to disease.

Biotransformation and metabolism are not the only concerns. Also importantare
inherited variations that predispose a person to cancer. Receiving considerable
attention in the lay press are the breast and ovarian cancer susceptibility genes
BRCAI and BRCA2 (Brody and Biesecker 1998). These genes are believed to be
important for tumor suppression. Furthermore, BRCA1 has been linked to a DNA
repair protein (Gowen ef al. 1998). Variation in DNA repair can affect a person’s risk
from agents_that directly or indirectly damage DNA. Increased understanding of
these sources of variation is needed as they have the potential to identify persons at
increased risk from exposure to a toxicant. .

Completion of the sequencing of the human genome and new technologies to
evaluate gene expression, have given rise to greater opportunity to use this molecu-
lar information in risk assessment. However at present, the understanding is inad-
equate to determine when and how incorporation of data on genetic polymor-
phisms may affect a risk assessment and by implication, influence risk-based policy.
To determine this, it will be necessary to investigate the nature and magnitude of
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the impact of incorporating this information into specific risk assessments. Specifi-
cally, research must investigate the extent to which a single or combination of
genetic polymorphisms affects the toxicity of environmental and occupational expo-
sures. Physiological and molecular methods can be used to establish the phenotypic
significance of genetic polymorphisms in order to estimate the impact of genotype
on' response to toxicant exposure. This may provide a means of calculating the
significance, for risk assessment, of genetic variances that encode measurable phe-
notypic differences.

SUSCEPTIBILITY DURING LIFE STAGES

Sufficient, valid scientific data now exist to assert that both pre- and postnatal
exposures to a variety of toxic substances can deleteriously affect the health and
development of neonates and young children. Indeed, there is basis for concern
that such prenatal exposures can have life-lasting effects and can manifest impacts
on later life stage function and behaviors. Such toxic substances include lead,
methylmercury, PCBs, ethanol, and carbon monoxide, among others. Depending
on the dose received by a fetus and the specific toxicant, health consequences can
range from subtle toxicological changes in animal models, including neurobehavioral
effects, to death following high exposures. One area of concern regarding adverse
effects of exposure on reproductive health is occupational exposures to solvents
(Taskinen e al. 1999; Plenge-Bonig and Karmus 1999). Several recent studies have
reported on relationships between parental occupational exposures and risks of
childhood cancer (Colt and Blair 1998).Ciritical for an evaluation of potential toxi-
cological impacts throughout development is both knowledge of key developmental
pathways and their potential susceptibilities to toxicants. This necessitates the avail-
ability of test methods to evaluate such potential impacts across development as well
as evaluations with a sufficiently large database of test chemicals to validate such
systems. »

Testing approaches for early (prenatal and early postnatal) developmental tox-
icity have been available for some time, although gaps still exist in evaluation of
certain endpoints after early exposures, e.g., immunotoxicity, respiratory, cardiovas-
cular, renal, and liver function, and cancer. Recent efforts to expand the exposure

period for prenatal assessments reflect the knowledge that organ systems continue .

to develop beyond organogenesis. Further testing at later stages in' development
arises from concern that effects on development may be manifested much later in
adulthood (Selevan e al. 2000). Effects of exposures in the periadolescent period
have not been studied sufficiently. Yet many teenagers are in the work force and may
be exposed to toxic chemicals, particularly in agricultural settings (Golub 2000).
At the other end of the spectrum, exposures in older age groups are not well-
evaluated in current toxicity testing approaches. Only the 2-year chronic/carcino-

genicity testing protocol includes exposures into later ages, and the effects of agent : -

-exposures may be masked or exacerbated by ad libitum diet, resulting in obesity, and
its consequences. Diet restriction in rodents has clearly been shown to increase life
span and reduce disease. Thus, testing of rodents at later ages in diet-restricted and
unrestricted situations is needed to identify factors in the aging population that are

important in the toxicity of various exposures. With the current trend toward an -
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cals. Therefore, research is needed to determine the conditions under which these
interactions are likely to enhance toxicity, which members of the population are
most at risk for these interactions, and which activities and lifestyle factors lead to
higher risks from chemical exposures.

Research is needed that combines and integrates experlmental studies in animals
and studies with human tissues and/or human volunteers to create mechanistic
models of the influence of lifestyle factors, enzyme induction, and temporally
disparate exposures on metabolism and expected toxicity of environmental and
occupational compounds in diverse populations. It will be essential to convey the
method by which qualitative and quantitative inferences drawn from mechanistic
animal studies can be extended to human populations and the method by which
ancillary data from human tissues and/or human vclunteer studies would support
inferences from animal research. It will also be necessary to demonstrate the
method by which these integrated studies provide improved quantitative character-
ization of the variability expected in a diverse human population in response to
chemicals and to alterations in enzyme activities by lifestyle factors.

PHYSIOLOGICALLY BASED PHARMACOKINETIC (PBPK) MODELING

PBPK modeling is a powerful tool for extrapolating dosimetry across species,
from high doses to low doses, and across various exposure durations. Recently,
PBPK models have been developed that simulate the induction of various proteins
over time (Santostefano ¢! al. 1998; Andersen et al. 1993). Extending this technology
to the development of the xenobiotic metabolizing system in the neonatal liver
seems reasonable. PBPK models of lactational transfer have also recently been
developed for several volatile organic chemicals, and these models have been used
to predict exposure of infants as a result of occupational exposure of mothers to
toxic chemicals (Fisher et al. 1997; Byczkowski et al. 1994). Data must be developed
to model fetal /neonatal exposure to chemicals, through lactational transfer, where
neonates may be more or less susceptible to chemicals that may or may not be
bioactivated or detoxified by the maternal system. Experimental dosimetry data in
adult and neonatal animals must be collected for use in the development of PBPK
models to describe chemical kinetics in the adult and neonate for extrapolation of
the results to the humans. Model systems should focus on key xenobiotic biotrans-
formation enzymes that are expressed differently in neonates and adults.

BIOLOGICALLY BASED DOSE-RESPONSE (BBDR)MODELS

Biological models that address mechanistic steps linking exposure to adverse
effects offer an objective, data-based approach to test biologically based hypotheses
and to generate alternative hypotheses for laboratory testing (Leroux e al. 1996;
Shuey et al. 1994). If mechanistic hypotheses are not adequately tested in an
appropriate dose-response framework, then approaches to estimate occupational
risks that rely on such hypotheses may simply be substituting one set of assumptions
for another, and the latter set may not provide adequate health protection. Properly
validated models (i.e., those most consistent with the experimental data) are needed
to accurately predict measured biomarkers of exposure and biomarkers of effect.
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- The sequence of events betwéen exposure and response must be linked so that
BBDR models can provide mechanistic insights on the origin of biological changes
-+ that occur at the cellular and molecular levels. These models can help identify

- biomarkers that are appropriate measures of exposure, effect, and susceptibility.

' Validated BBDR models can provide a sound scientific basis for extrapolating dose-
response relationships across species and outside the range of experimental obser-
vation and thus reduce uncertainties in estimating human risk.

CROSS-SPECIES EXTRAPOLATION

Species-specific information at the cellular and molecular levels is critical for
+ developing models that can be used to quantify relationships between time-depen-
- dent target tissue dose and tissue response as a function of exposure to hazardous
‘agents. BBDR models combine toxicokinetic data on the absorption, distribution,
- metabolism, and elimination of agents at different levels of exposure with mecha-
nistic data of time-dependent tissue response (eg, mutagenicity, altered gene
expression). Species-specific mechanistic data, including parameters that are mea-
surable in humans, are critical for developing these models. Experimental data are
needed to estimate relevant parameter values (e.g., tissue partition coefficients,
enzymatic activities, binding constants) and to resolve uncertainties in the accuracy
of parameter estimates, interdependence of parameters, validity of scaling methods,
variability of parameters among individuals, and effects of co-exposure to other
agents that may alter any of the critical biological processes. These models should
evaluate similarities and differences in animal and human response as a function of
the time-dependent tissue dose, whether the correct dose metric(s) have been
specified for extrapolations, and whether responses in animals reflect the range of
. responses that might occur in exposed workers.

A major limitation to predicting the susceptibility or resistance of human neo-
nates to chemical exposure is a lack of similar information about the development
of xenobiotic metabolizing enzymes in rodent models of human toxicity. Differ-
ences in the extent of expression of xenobiotic metabolizing enzymes between
rodents and humans at a given period of development complicates the interpreta-
tion of neonatal chemical exposure studies where rodents are used as models for
humans. Thus, a systematic characterization of the ontogenetic development of key
xenobiotic biotransformation enzymes and repair enzymes is needed in common
laboratory animal models of developmental and reproductive toxicity (e.g., the rat
and rabbit) compared with that of humans. Such an analysis needs to be carried out
using protein expression methods (including functional analyses) rather than just

. through mRNA expression. The objective of this work should be a map showing the
degree of expression of key isoenzymes of xenobiotic metabolism over time in
laboratory animal models and in humans.

DOSE RATE EFFECTS

In many situations, human risk assessment relies on toxicity data from studies
conducted in laboratory animals under standard testing protocols. Compounds are
administered at constant levels over regular intervals (e.g., daily 6-hour inhalation
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exposure) for defined periods of time (e.g., 13 weeks; 2 years). On the other hand,
human exposures rarely conform to these prescriptive dosing regimes. As a matter
of practical consequence, a number of default assumptions with respect to dose rate
and exposure duration have become implemented in risk assessment. Doses aver-
aged over a work shift (in most occupational scenarios) or even a lifetime (in cancer
risk: assessments) are generally assumed to result in equivalent risk regardless of
exposure pattern. Adverse response is often assumed to be linearly related to the
product of exposure level times duration (Haber’s Law). For example, 1 hour
exposure to 80 ppm is equivalent to 8 hours exposure to 10 ppm (Andersen e al.
1987). For some endpoints (e.g., irritation; some developmental effects), itis com-
monly assumed that exposure level dominates and duration has almost no influence
on risk. Most of these default assumptions have not been rigorously supported by
scientific research (Jarabek 1995). Recent studies by Weller et al. (1999) indicate
that the developmental effects of ethylene oxide exposure depend on both expo-
sure level and duration, but do not conform exactly to Haber’s law. Similarly, some
of the carcinogenic effects of 1,3-butadiene are more dependent on exposure level
than exposure duration (Melnick et al. 1990)

Recent improvement in our understanding of the underlying determinants of
toxicity and the ability to make quantitative predictions of tissue dosimetry should
facilitate more focused research in the area of dose-rate effects. PBPK models are
now able to relate the time course of a wide variety of internal dose metrics from a
vast number of external exposure level and duration combinations. Time- and
concentration-dependent processes such as metabolism must be accounted for, so
that these models will be useful in selecting experimental conditions and interpret-
ing results. The critical biochemical determinants of dose-rate effects (e.g., interac-
tion with molecular components, repair of cellular damage) must be incorporated
into the framework of risk assessment methods. Finally, early cellular biomarkers of
tissue dose and toxicity are needed for investigations of the temporal relationships
at lower and more relevant exposure levels. These advances are needed to permit
the development of more scientifically sound approaches in accounting for expo-
sure pattern and duration in estimations of human risk.

TOXICOLOGICAL RESPONSE IN THE LOW-DOSE REGION

Quantitative risk assessments typically involve establishing a dose-response
relationship; however, it is common that the exposures of interest for environ-
mental risk assessment purposes are below the region where a response may be
observed in experimental studies. For occupational chemicals, experimental -
studies at times include exposures in the range that has been encountered by
workers. Toxicological investigations have traditionally required the observation
of overt, quantifiable response in a relatively small samples of animals. This
necessity is commonly addressed by using high doses in toxicological studies,
compared to the typical region of interest for.humans. The term “low dose
region” refers to the range of exposures encountered by humans. For industrial
chemicals, workers may be exposed to levels that are several orders of magnitude
higher than those found in the general environment. High doses that cause
generalized toxicity may lead to altered patterns of metabolism and elimination,
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compared with those that prevall at lower doses. Mechanistic studies that are
conducted only at these hlgh doses may be misleading relative to mechanisms
‘operating at lower doses. In these cases, extrapolation of the dose-response
. relationship to the low-dose region below the range of experimental data may be
- affected by the mechanism underlymg the toxicity. Well conducted toxicity and
mechanistic studies include multiple exposure concentrations that extend into
the region where toxicity does not alter metabolism or elimination. The risk
. estimates derived from high-dose extrapolations depend critically on the esti-
. - mated shape of the dose-response curve in the low-dose region.. Greater under-
. standing is needed of the shapes of typical dose-response relationships for
-cancer and non-cancer endpoints. This will lead to reduced uncertainty in-
* . quantitative risk assessment, and an increased confidence in the resulting risk’
‘estimates. Biomzir_kér studies focusing on the mechanistic events that ultimately '
‘lead to an overt toxicological response hold the promise of extending the range .
of observable response into the low-dose range, which is more relevant to human
exposures. Mechanistic biomarker studies are needed to better distinguish be--
tween linear and nonlinear responses. The ultimate goal of these studies should
be to provide appropriate data for low- dose extrapolations, for both cancer and -
non-cancer endpoints.

USE OF CONTINUOUS DATA FROM TOXICOLOGICAL RESPONSES

Although considerable research has been reported concerning the use of quantal
- data in dose- response modeling, far less progress has been reported on the use of
continuous data (Gaylor et al. 1998). Continuous data are often generated in the
case of noncancer endpoint studies including those of reproductive toxicity,.
immunotoxicity, and neurotoxicity. Useful endpoints including body weight, en-
. zyme activities, protein and neurotransmitter concentrations, cell counts, and neu-
- ronal cell death are usually reported as continuous data. Although continuous data
can be converted to quantal values in some instances, substantial precision may be
lost during this process (Gaylor 1996). Therefore, procedures must be established
for using continuous data in dose-response assessment. '

The most controversial aspect of the using continuous data for dose-response
assessments is determining the “cut-off” value for defining an adverse effect. Defin-
ing this adverse level of change from controls is a critical decision and should be
grounded on sound biological and toxicological principles. An ideal method should

~be based on the available data, apply to most continuous data sets, and minimize
arbitrary decisions. Several approaches currently available include “amount of change”
- considered to be adverse by experts, use of an. historically-based cut off for a .
* particular continuous data endpoint, or amount of change in the experimental
mean value based on the mean and standard deviation of the control data set. Data
can then be modeled as continuous data, or be converted to quantal‘values. Al-
though these and other approaches have been investigated to a limited extent
(Gaylor and Slikker 1990; Crump 1995; Glowa and MacPhail 1995; Kavlock e al.
1995; Kodell et al. 1995; Slikker et al. 1996, 1998; Bosch et al. 1996; Chen et al. 1996;
Gaylor ¢ al. 1998, Haber et al. 1998), a systematic comparison of these methods is
needed to develop a valid approach for using continuous data in risk assessment.

Hum. Ecol. Risk Assess. Vol. 8, No. 6, 2002 1413



Toraason et al.

DEVELOPMENT OF TOXICOLOGICAL RESPONSE DATA FROM ACUTE
AND SHORT-TERM EXPOSURES

Current testing approaches for acute and short-term toxicity tend to be limited
or nonexistent. Often, the only acute data available are from studies that are
designed to determine an LD;; or some form of severe toxicity and done for the
purpose of dose-setting for longer-term (e.g., 2-week or 90 day) studies. Some data
from other studies are available and are used to derive an acute reference value; e.g.,
clinical observations in the first few days of the subchronic study may be helpful in
setting standards. Also, developmental toxicity data are often used for setting acute
and short-term reference values even though the exposure periods may be as long
as 10 days to several weeks. This is because it is presumed that most, if not all,
developmental effects are possible to induce with single exposures. However, no
acute or short-term data currently are developed on the aging population. Obvi-
ously, having pharmacokinetic information and understanding the mechanism of
action of the effects induced would provide more information about whether they
are appropriate for acute or short-term standard setting. Thus, testing protocols are
needed that can be used for setting no-observable-adverse-effect levels (NOAELSs) or
benchmark doses (BMDs) for acute and short-term exposures, and for determining
how to use data from other studies (e.g., developmental toxicity, data in the aging
population, other organ studies, and longer-term studies) in addition to appropri-
ate adult toxicity studies. In addition, useful mechanistic and pharmacokinetic data
are needed to aid in understanding the best approach for testing as well as using
these data in risk assessment.

EXPOSURE TO COMPLEX MIXTURES AND MULTIPLE EXPOSURE
ROUTES

Most toxicological testing conducted in experimental animals relies on adminis-
tration of a single compound by a single route. On the other hand, humans are
often exposed to mixtures of chemicals through multiple routes. In many occupa-
tional and environmental situations, it is increasingly recognized that risk of illness
or injury may be the result of combined inhalation and dermal exposure to the same .
chemical source. To complicate matters, the chemical source may actually be a
complex mixture of several substances, all of which may contribute to the risk.

" Exposure to chemical mixtures may also cause chemical interactions that could
either potentiate or inhibit the expression of adverse response. Recent laws, such as
. the Food Quality Protection Act of 1996, contain provisions that require risk assess-

- ment to address aggregate exposures from multiple routes and cumulative risk from .: -
exposure to multiple chemicals with a common mode of action. New toxicological : :
test protocols and approaches are needed to generate data on exposures to complex
mixtures and multiple routes of exposure and to integrate thatinformation into risk -
assessments. If appropriately constructed and validated with experimental data,
BBDR models can be used to estimate the amount of internal 'dose (e.g.; blood or -
tissue level) from multiple routes (e.g., inhalation and dermal contact) or predict
interactions at molecular targets (e.g, receptor binding) from exposure to two or
more compounds. '
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diseases progress. They may offer new hope in identifying early biomarkers of
toxicity as well as better assessments for cross-species extrapolation of data on
biomarkers of effect and susceptibility. To effectively use such information, biomarker
research needs to be expanded to enable such data to be put into effective dose-
response and temporal contexts. In addition, guidelines are needed for collecting
and interpreting toxicogenomic information for human health risk assessments. In
particular, guidelines are needed to establish criteria for acceptable levels of sensi-
tivity, specificity, accuracy, and predictiveness for gene expression as biomarkers of |

disease. Research is also needed to ensure that information obtained by these

- technologies is highly quantitative, include evaluations of time-dependent changes
' consequent to speciﬂc exposures, and adequately account for the effects of mixed
exposures.

With advances in genomlcs and proteomlcs identifying the complex gene envi-
ronment interaction has become increasingly possible. Genetic testing, including all
" the elements of gene expression to protein production, promises a possible future
presymptomatic determination. Current uncertainties regarding interpretation of
the results from testing raise new risk management problems. Several complex
ethical, legal, and social issues (though not discussed here) will arise with the advent
of this new information. Therefore, research is needed regarding the most effective
use of this genetic information and appropriate management strategies must be
established (Fasouliotis and Schenker 2000).

* GONCLUSIONS

In the coming decade, the application of experimental data to chemical hazard
identification and characterization will require risk assessors to simultaneously
address toxicological issues on three fronts. First, long standing and in many cases
unresolved issues need to be addressed to improve traditional toxicological testing
(e.g., addressing exposures to complex mixtures and accounting for multiple routes
of exposure) for expanded use in risk assessment and setting of regulatory stan-
dards. Second, new types of data including biomarkers of effect and susceptibility
with corresponding data in both animals and humans are needed for improved
species extrapolations and dose-response assessments. Lastly, toxicology will need to_
.. develop methods to properly use data from new developments in genomics and -
proteomics. The enormous quantities of data expected from these high through put -
technologies may require a revolution in the way data can be used in risk assessment
for protecting public health. Priority issues that need to be addressed on these three

- fronts include ‘inter- and intra-human variability and susceptibility with special -

‘ emphasxs on tox1colog1cal risks through all life stages (conception though senes-
cence). To accompllsh this, improved extrapolatlon is needed of experimental data
to environmental and occupational human exposure situations. An essential com-
ponent of this will be the linking of exposures to toxicological response, including
exposure-rate and dose-response relationships.. The development -of ‘biologically - -
based dose-response models offers a mechanism-based approach to summarize all
available data, identify data gaps, extrapolate dose- response relationships across
species and outside the range of experimental observation, and account for factors
influencing inter-individual differences in susceptibility.
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dating”. The programs and analyses are complicated, and there is the concern
regarding how possible subtle misspecification of model structure and possible
underestimation of the uncertainty in available observational data might influence
posterior estimates of parameter values. The proposed study is, using both actual
and simulated data, to distinguish the conditions under which reestimation of
model parameters with the approach produces relatively accurate results from those
under which it may be misleading. This might be done, for example, by applying the
approach to a well-characterized system, deleting information, and predlctmg the
deleted data from the remaining information (a technique referred to as “cross
validation”).

Other proposed work in this area would focus on greatly needed research on
model uncertainty and lack of identifiability in complex models. Both may be dealt
with effectively using a Bayesian approach. For example, if a biologically realistic
model is under identified, prior information can be brought in to enable Bayesian
identifiability. In addition, if there are definable uncertainties in the model, one can
utilize Bayesian model averaging techniques. :

C. Human Variability in Baseline Values for Parameters as Predictors of Non-
Cancer Susceptibility

One important determinant of the population distribution of susceptibility to
non-cancer toxic insults is the baseline distribution in the human population of
functions and functional reserve capacities for physiological process such as kidney,
lung, or liver functions. We define functional reserve capacity as the amount of
change in a physiological parameter needed to produce abnormal function or an
adverse outcome. As an example from Hattis e/ al. (1999) the distribution of low
density lipoprotein (LDL) is considered. LDL is thought to be an important physi-
ological parameter likely to be on the causal pathway to cardiovascular disease. The
variability of LDL in the population loosely reflects differing susceptibility to cardio-
vascular disease. The distribution of functional capacity among those not receiving
intervention might be described as the distribution of differences between a stan-
dard cutoff for clinical intervention and measured values in the population. Baseline
observation studies, such as surveying via NHANES LDL levels, have the advantage
that they do not require deliberate administration of toxicants or drugs to humans.

From LDL and other parameters one can predict the risk of cardiovascular
disease. Similarly, from study of other continuous variables related to serious health
outcomes it may be possible to develop relationships for use in predicting non-
cancer risks. Examples include, birth weight and infant mortality; sperm quality
parameters and male fertility performance; forced expiratory volume in one second
-as a predictor for general cardiovascular mortality; iodine ‘déficiency and thyroid
pathology. Also by examining the distribution of indicators of functional capacity
one can gauge the extent to which the certain risk assessment practices are protec-
tive (e.g., assignment of certain uncertainty factors). Dale Hattis proposed -the

- development of data to explore the use of baseline observations in quantitative non-
cancer risk assessment procedures. For additional discussion of the potential for this
type of study, see Hattis (1998) and Hattis et al. (1999).
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N\
consistent with USEPA’s Methods for Derivation of Inhalation Reference Concentrations
and Application of Inhalation Dosimetry (USEPA 1994) and proposed caranogen
guidelines (USEPA 1996b).

E. Comparative Studies of Variability in Susceptibility to Toxic and Other
Effeets in Animals and People

Traditional protocols for animal toxicology experiments usually go to consider-
able lengths to minimize the variability among tested animals. This is because, in
general, the more the variability, the larger the sample size required to demonstrate -
differences between the effects of experimental and control exposures.-Variability
is therefore deliberately restricted in most animal experimental work by using
genetically homogenous animals, a single age class of subjects (“young adults”
usually) and sometimes a single sex of animals. Before initiation of treatment the
. animals ‘usually .have .been subject to relatively uniform .environmental stimuli,

including uniform and unchanging diet. Efforts are also made to maintain healthy
animal colonies, as free of infections as possible. Thus the laboratory animal is not *-
exposed to the diversity of living conditions of wilder, outbred populations. And, of
course, there are also no deliberate neuroactive drug exposures (e.g., narcotics,
alcohol, tobacco caﬂ'elne) unless they are exp11c1t subjects of experimental study
(Hattis 1996).

Studies are needed to experimentally assess in animal systems how much some or
several of these common practices actually reduce variability in the doses producing
defined toxic responses. Studies are also needed to assess the general distribution
of comparative degrees of variability in toxic response for the free-living human
population, relative to the types of animal groups usually used for toxicological
testing. That is, how often is there a large difference in animal/human variability?

4.

F. Procedures to Utilize Interindividual Vanabillty Information in Ca.ncer Risk
_ Assessment

This would be an extension of the efforts described above under genetic deter-
minants of variability (A), and (D) variability of mechanistic determinants of chemi-
cal disposition. Efforts are needed to elucidate an appropriate set of operational
procedures to incorporate available generic and chemical-specific information on '
human interindividual variability in susceptibility to carcinogenesis into risk analy- _
ses utilized for risk management under a range of regulatory authorities and risk. + ¢
management criteria. For an exploration of some different potential implications of
variability us uncertamty for risk management under different regulatory authorities
see Hattis and Anderson’ (1999) Krewski ef al (1999) Hattls and Minkovitz (1996),
‘and Bois et al. (1996) R i

MODELS FOR INJURY RISK ASSESSMENT INCLUDING DEVELOPMENT , A
'AND CHARACTERIZATION OF RISK ESTIMATES AND EXPOSURE e T

METRICS .
james T Wassell andJohn Bailer proposed the development of methodology for
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assessment methods to this problem provides many opportunities for innovative
development, but more importantly has the potential to significantly contribute to
'public health improvéments. The incidence of occupational and non-occupational
‘injuries is substantial; with a relauvely early. average age. of occurrence for most *
.serious injuries. In comparison to cancers and manifestations of cardiovascular
disease, social effect measures such as years-of potential-life-lost (YPLL) (Gilbert et
_ al. 1998) are potentially greater for injury. The field of injury risk is just beginning -
" to define relevant endpoints for social policy evaluation such as worklng lifetime risk .- ;
(Fosbroke et al. 1997; See and Bailer 1998). . L
~ Among the most interesting methodolog1cal challenges is the deﬁnltion of rel- -
evant causal and potentially confounding exposures. The most commonly available
occupational injury data are based on the number of hours worked in the workplace ‘
.+ and the size of the workforce.. The proportion of time actually at risk (for example -
.while using a particular type of machine or while engaged in material handling) is -
not distinguished from the portion of time worked while not at risk or at risk in
other ways. Wassell (1989) discussed probability considerations for commonly used -
methods of statistical analysis of injury data. Poisson regression and other models of

injury occurrence that would be more descriptive and helpful for evaluating the - =

. ments. Modifiable targets for, preventlve action include factors such as the time
spent operating unguarded machines, or the number of maintenance operations
that could lead to a violation of lock-out/tagout precautions. Methods should
account for personal confounding factors (e.g. worker age, job tenure, training) to
control for non-engineering contributions to injury risks. - o

Another important area of research is the development of exposure-response
models for chronic repetitive motion injuries, analogous to cancer multistage or
classical toxicological probit dose response models. Such models should be based -

'on considerations of physiological factors and data on the variability in the fre-
quency and intensity of repetitive motion stresses created by particular work tasks,
as well as variability in physiological responses to repeated subclinical injury events.

" They ideally should also be based on a mechanistic theory for how irreversible or
very slowly reversible injury events happen. Fmally, work is needed on pnorlty-
setting for injury prevention efforts. " ‘ :

ADAPTATIONS AND MODIFICATIONS TO EXISTING STANDARD
PROCEDURES (e.g., FOR DERIVING RFD’S)

There were three proposals aimed at 1mpr0v1ng on ex1st|ng default procedures‘ '
" for risk assessment: o :

e Further explorations of “data—derlved” uncertamty/adjustment factors (UFs) ’
through the development of

— data bases for existing uncertainty factors

— probabilistic distributions of UFs adapted to specific types of agents and
effects
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— probabilistic approaches for reference dose (RfD}) derivation
— criteria for using data-derived factors

* Development of quantitative guidance for expected risks posed by an R{D or,
- alternatively, the probability that the population threshold is below calculated
RED levels.

¢ Approaches to recognize influences such as age, latency, and pattern of
exposure in bioassays and exposed human populations

The first two were originally developed by Lynne Haber, and the third was
generated in group discussion. The proposals are briefly discussed in the following.

A. Data-Derived UFs :

Traditionally, default UFs of 10fold have been used for extrapolation from
animals to-humans, and for accounting for variability among humans due to sensi-
tive populations and individuals. Development and examination of data bases, for
example on human and rodent chronic toxicity for certain classes of agents, may
provide the rationale for a different default for application in specific circum-
stances. A factor so ldenuf ed is termed a “data derived UF;” a few assessments have
been conducted using such factors (e. 2., Bogdanffy and Jarabek 1995; Bogdanffy et
al. 1999; Dourson ¢ af. 1998; IPCS 1998). Renwick (1991) and Renwick and Lazarus
(1998) suggest interspecies and intraspecies UFs can each be broken into toxicokinetic
and toxicodynamic components, based on the relative contributions of these com-
ponents for a number of chemicals examined (ag., for the interspecies factor, a
factor of 3.3 for each component}. Similarly, reduction of the interspecies UF from :
10 to 3 is used to address uncertainty in laboratory animal to human extrapolation -
for Reference Concentrations (RfCs) when dosimetric adjustments are made for
species differences in toxicokinetics (USEPA 1994; Jarabek 1995a). As a further
step, as outlined in the second bulleted section below, the use of distributions,
rather than single point estimates, has been proposed (Hasseblad and Jarabek 1996;
Baird et al. 1996; Hattis ef al. 1999).

The issue of criteria for replacement of default UFs has been raised (e.g., Meek’
2000). (Since the workshop, the term “chemical-specific adjustment factors” has-
replaced the term “data dérived UFs.” Guidance for the use of data in the develop-
ment of chemical-specific adjustment factors for interspecies differences and hu-
man variability have been developed by . the IPCS, and are available at hup:// .

“www.who. mt/pcs/pubs/pub list.hem.) Whether the critical determmlng factor for
toxicity has been identified in developing the factors can be questioned. To derive
a factor for the interspecies toxicokinetic component, laboratory animal to human
ratios of the values of soine human toxicokinetic parameters have been compiled, .

. but it is usually not clear that these ratios are adequate surrogates for the ratios of - -

critical tissue doses in the two species. Similarly, it is currently unclear how to
translate information on human variability in key metabolic parameters into an
- uncertainty factor for human variability in kinetics. Descriptions of human variabil-
ity in the critical pharmacokinetic parameters through the PBPK modeling of well-
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characterized model chemlcals acting via selected modes of action may help to
elucidate whether such variability is adequately described by the varlablllty in certain
metabolic parameters (e.g., a key enzyme’s V. . or:V; ../ Km ratio).

Risk assessment appllcatjons involving uncertainty factors less that the tradmonal o

defaults of 10-fold for inter-and intraspecies variation are begmnmg to appear. The
National Research Council (2000) has used such factors to establish acute exposure
guideline levels (AEGLs) for highly hazardous substances such as mono and dimeth-

.ylhydrazine, when the available data are deemed sufficient to support such practice. -

- . Further details of the risk assessment methodology used in establishing AEGLs are
given by the National Research Council (2001).

B. Characterizing Uncertamtv in Rst and RfCs

‘Traditionally, RfDs and RfCs have been derived by dividing “no observed adverse
effect levels” (NOAELs) observed in toxicological experiments or epidemiology by
fixed uncertainty factors (although recently there has been some use of “benchmark
doses” instead of NOAELs). A number of investigators have recently sought to
replace fixed uncertainty factors with a probability density function, or PDF, that
characterizes the uncertainty in the size of a “triue but unknown” scaling factor (e.g.,
Baird et al. 1996; Slob and Pieters 1997; Price e/ al. 1997; Swartout ¢t al. 1998). For

-the UF of interest, the PDF is derived from data for that factor (e.g, linterspecies ‘
difference) for a reasonably large sample of chemicals. In addition to developing a
PDF for the uncertainty factor, the uncertainty in the identification of a no effect
level from animal study observations can be addressed (e.g., Leisenring and Ryan
1992). Some residual risk is expected at the NOAEL due to the limited numbers of .
animals studied and other limitations of experimental design. The distributions of

“the UFs and for the animal no observed effect level may be convolved to develop a
probabilistic distribution for the RfD. A probabilistic RfD has been developed for
methylmercury (Clewell ¢ al. 1999), based on a distribution of the input variables
to the PBPK model used to convert hair mercury concentrations to a chronic intake
rate.

- PDFs for the RfD would provide useful information for both risk assessment and
characterization, including uncertainty disclosure, information on the degree the
RfD may be protective, and uncertainty in the overall health protection process.
However, much work is needed before such distributions can be reliably derived,
particularly the development of a statistical framework for the analysis. The deriva-
tions of PDFs for UFs typically involve comparisons of NOAELs from experiments
conducted using different numbers of animals and experimental protocols. Pro-

- posed research includes the development of a statistical framework, for example to

. account for the uncertainties in the derived ratios, the residual risk at the NOAEL,
and the updating of distributions based on chemical specific information. Work to
date has not considered in detail how to take into account chemical-specific infor-
mation in the development of the PDFs. The impact of ad hoc changes in UFs based
on chemical specific data considerations on the charactenstlcs of the appropriate
PDF could be explored. :

Dale Hattis raised a distinct but related research need to develop data and
methodology to examine the assumption of true population thresholds embodied
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in the traditional RfD concept. The recent work of Hattis et al. (1999) is based on
the idea that human population distributions of susceptibility may be described by
continuous lognormal or other more complex distributions, implying finite and
potentially estimable risks at various levels of exposure above and below traditional
RfDs. Also, when the disease of concern occurs in the population by the same
mechanism as that of the toxicant in question, a population threshold is unlikety
and some risk from exposure is expected. In this framework, RfDs would be defined
as the human dose or exposure levels expected to produce no more than a specific
incidence of harm at a minimal severity with a defined degree of confidence.

C. Influences of Age, Latency, and Pattern of Exposu.re and Other Factors

This is related to proposal #E discussed under the first program group above on
variability. The work here would be to explore whether the traditional uncertainty
factors adequately capture heter(_)geneity given the necessary limitations in toxico- .
logical study design.

CRITERIA FOR ACCEPTABILITY OF MECHANISTIC HYPOTHESES AND -

~ DATA

Rory Conolly proposed the initiation ofa process to develop consensus cri_teria S
for the use on mechanistic information in risk assessment and management. He
noted that the movemént away from routine use of default assumptions towards
more data-based approaches to risk assessment is in step with the increasing sophis- -
tication of laboratory methods for the study of biochemical mechanisms and the
identification of trace levels of contaminants. These developments are raising ques-
tions of how data-based assessments should be strur.tured and of the selection of
endpoints for assessment. ' o
Sensitive analytical techniques and the new blochemlcal techniques such as
genomics and proteomics have the potential to link contamination at widespread
environmental levels with changes in the expression levels of genes or the concen-
trations of specific proteins. In some cases, as for TCDD, biologically plausible
hypotheses can be developed, suggesting that such early biochemical effects are the
precursors of downstream frankly toxic effects (USEPA 2000).-Dose response infor-
mation for the early biochemical effects might be interpreted as indicative of the -
expected shape of the dose response curve for the downstream frankly toxic effect.
- As a result, risk assessors and risk managers are faced with several issues, including:

1. Do biochemical,changes, such asa change in the expression level of a gene or
the amount of a protein in a cell, constitute “adverse” effects? . -

2. How often and under what circumstances does the shape of the dose response
curve for an early effect, such as a change in gene expression, inform us about

the expected shape of the dose response curve for a frankly toxic eFfect further: -

“downstream” in the causal pathway of harm?.

3. Ishomeostasis a determinant of the shape of the dose response curve? If so, what -
are the implications of homeaostasis for the shape of the dose response curve?
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4. Does the additivity to background argument (Crump et al.. 1976) apply if
homeostasis is operative or if pharmacokinetic nonlinearities exist? .-

5. When the understandmg of mechamsm is mcomplete (as it always is), what

' criteria should’ be used. to judge ‘the. acceptablllty of' hypothetlcal lmkages o

between early blochemlcal and later, frankly toxic effects?

6. How should mechanistic information be used in risk assessment when avail- .

able data do not allow discrimination between alternatlve plauslble mechams- ': -

- tic hypotheses? Should a spectrum of assessments be developed based on the'
- alternative hypotheses? :

The broader risk assessment commumty conslstmg not only of risk assessors but

‘also of researchers collectmg the critical data, need to carefully consider. these

questions in order to work: toward shared understanding and cohisensus' that'is "
helpful for social decision-making. The critical needs are for (a) research design
and development of mechanistic risk assessment models to be intelligently coordi-
nated with each other and, (b) development of consensus criteria for the use of -
mechanistic data in risk assessment and risk management under different types of
regulatory mandates. Workshops on the development of consensus criteria would

- be helpful in promoting reasoned discussion of these issues.

In a related proposal, “Exiending the Range of Observation: Quantltatlve Rela—
tionships Between Key Biological Events to Aid Designation of Adversity and Iden-

- tify Health Effects,” Annie Jarabek emphasized the importance placed by the USEPA

on characterizing the mode of action, defined as a chemical’s influence on molecu-

lar, cellular or physiological functions (USEPA 1996; Jarabek 2000) in risk assess- -
ments. This requires a conceptual model that evaluates key events along the expo-
- sure-dose response continuum, Biomarkers data based in a mode-of-action framework

essentially provide precursor lesion data and can serve as a basis for a parallelogram

* approach to extrapolation and determination of human homology for the health

effect of interest (U.S. EPA 1994; Jarabek 1999). Thus, the framework provides for

-, the extension of the range of observation, e.g., for identification of biochemical or

. cellular events as measures of response, provided that causal links can be established
" to health outcome. She proposed research to evaluate the quantltatlve relatlonshlps ‘

among key events (e.g., liver and cellular proliferation linked to tumor outcome) —
from internal dose, to biologically effective dose, to various early effect indicators,

- to various outcome measures. This would provide a platform for the integration of

diverse data; for example epidemiological data on effects in the population, and

' toxicological and mechanistic data acquired at the target tissue, cellular and subcel-

lular levels. This work would also provide the necessary data to begin development
of criteria for designation of adversity for use in risk assessment, e.g., a specified
degree of perturbation in cellular event such as 10% increase in cellular prolifera-
tion might be designated as a NOAEL or LOAEL. This work is important to
accurately defining a given biomarker (defined by the NAS for exposure, effect, and

‘susceptibility or combinations thereof) and distinguishing adaptive versus adverse

effects. ,
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MODELING ANALYSES FOR MULTIPLE ENDPOINT DATA

Dav1d Dunson proposed research to develop sophisticated statistical analytical
tools to analyze multiple endpoint data, as is being generated in reproducﬂve and -
neurodevelopmental studies. In recent years there has been increasing concern that
exposure to chemicals with endocrine disrupting properties during development -
'may have irreversible effects on reproductive, immune, and central nervous system
function. This concern was formalized in the NAS report, Pesticides in the Diets of

P Infanls and Chzldmn, whlch called for better information on the effects of pest1c1de -,
© exposure durlng development In’ response to this’ report, testing desrgns have been v

" implemented in which pregnant dams are dosed for the week beforean  fter birth,

: and then the pups are dosed through puberty. Animals are tested at various points

"' in'the dosing period to ascertain effects on a variety of neurobehavioral, immuno-
logical, and reproductive outcomes.
Standard approaches for characterizing nsk from toxicological studies are not ideal |
for multigenerational and developmental studies, in which multiple correlated end-
points are measured, as well as effects occurring across generations of related individu- -
. als. If the outcomes are considered separately and no adjustment is made for multiple
" comparisons, analyses will often detect some differences among dose groups (at, for -
.~ example, p=.05) even if the chemical has no effect. However, standard adjustments
* for multiple comparisons make it very .difficult to detect real effects, if present,
‘because of the small numbers of animals tested and the large number of endpoints.:
" An additional complication is that sick animals often die prior to being measured for
outcomes that occur later in development. Such survival effects can produce biased
“estimates and misleading inferences. Another issue that arises in quantitative risk®
assessment is how to estimate a benchmark dose or virtually safe dose based on
multiple correlated endpoints that are measured on different scales.
The purpose of this program wo ald be to develop new approaches for assessing and
characterizing risk in toxicology studies with mulsiple endpomts that are potentially

measured on a variety of scales (eg, continuous, binary, ordinal). In particular, . .

methods would be considered for reducing the dimensionality of the-analysis, possibly
~ by using a few “latent variables” underlying a set of measured outcomes (Dunson

2000}. In addition, methods would be developed for estimating a dose level associated
- with a designated “acceptable” level of risk: One possibility would be to estimate the:

’ change with dose in the proportlon of animals with a lower level of function thanan:. - -
© . average untreated animal (e.g., by using a latent variable approach) The dose associ-.
' ated with a small change {eg, 1%) could be useful for policy makers dec1dmg on’

: permissible levels of exposure. A major objective would be to formulate a Inethod that -
i.is readily interpretable by both toxicologists and risk managers.- o :
Some important questions that need to be considered when developmg this klnd

','of method are

1.. Should there be an adjustment for informative censorlng from the deaths of
"'sick animals before the end of the study? R Lo

2, Does the method have good operating characteristics in the small samples
typical of these types of developmental toxicology studies?
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narios. The applications and goals of quantitative exposure models have grown in
complexity. In addition, the scope of such analyses has increased, growing from
assessments of single exposure pathways to complex evaluations of aggregate or
cumulative chemical exposures occurring within a variety of settings and scenarios.
For example, as a result of passage of the Food Quality Protection Act (FQPA) in
1996, 2 number of models have been developed to assess aggregate exposures to
pesticides through use on food crops and from home applications and other
‘exposure sources (see, e.g., Price et al. 2000, 2001; Shurdut ¢t al. 1998; ILSI 1998).
Models have also been used to examine cumulative exposures to multiple chemicals
that may have a similar inode of action (see, e.g., USEPA 1997c).

The passage of this act, as well as the current or upcoming public availability of
substantial amounts of screening level toxicity and exposure data, has raised interest
in developing methods for conducting comprehensive exposure assessments for
non-pesticide chemicals as well. Initiatives in these areas include the Toxics Release
Inventory and associated efforts to evaluate the potential exposure posed by the
listed emissions (e.g., Hertwich et al. 1999; Scorecard 2000), the toxicity data that will ..
be generated as part of the High Production Volume chemical testing program and
associated efforts to provide some exposure-related context (e.g., ACA 2000), the
Children’s Chemical Evaluation Program (BNA 2000), the National Exposure Re-
port Card summarizing exposures of the U.S. population to a variety of chemicals
based on biomonitoring data collected by the Centers for Disease Control and
Prevention (CDC) (CDC 2001b; Fox 2000), and environmental justice evaluations -
(e.g., Waller et al. 1999; Sexton and Adgate 1999).

These changes in the scope of quantitative exposure models have been accom-
panied by enhancements in the tools used to model exposures. Quantitative mod-
eling techniques have evolved from simple deterministic analyses that use single
point estimates for each input factor to more detailed probabilistic analyses that can
accommodate distributions of input factors and assessment results. Use of probabi-
listic techniques, such as Monte Carlo analyses, in conducting exposure and risk .
analyses has become more prevalent, as has the sophistication of such analyses. By
using distributions of values for various input factors, rather than selecting single
values as is done in deterministic analyses, probabilistic techniques can more easily
incorporate a broader range of the available data needed for exposure and risk
analyses. In addition, by generating a distribution of exposure or risk estimates,
probabilistic analyses provide a more direct means of quantitatively assessing uncer-
tainties and the degree to which the results of the analyses are applicable to specific
segments of the potentially exposed populations (e.g., Whitmyre et al. 1992a).

Growth in the use of probabilistic techniques has been driven in part by the interests ...

.of risk assessment practitioners in developing such techniques (see e.g., Cullen and
Frey 1999). The U.S. Environmental Protection Agency (USEPA) and other regu-
latory agencies have also encouraged the use of such techniques through guidance,
policy statements, and other efforts supporting development of such techniques

(e.g., USEPA 1992c, 1995b, 1996¢; 1997b,'1999d; ODEQ 1998).

To date, such efforts have focused primarily on developing more refined esti-
mates of exposure, rather than incorporating distributions for assessing toxicity.
Although some techniques for developing distributions of toxicity factors have been
applied, and other potential methods exist (see, e.g., Petito Boyce 1998; Baird ¢ al.
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1996), various elements of exposure assessment have proven more amenable to
distribution development. Thus, exposure assessment has been the primary focus of
probabilistic applications in risk assessment. :

- Paralleling: the growth: in application of; probabilistic techmques is mcreasmg
interest in defining technically sound distributions of values for use in such analyses
and in understanding the types of information reflected in such distributions. Some
distributions are designed to reflect actual interindividual variability in the potential

-values for specific input parameters (e.g., natural variations in body weight among

; individuals). Intraindividual varrabxllty is also bemg increasingly recognized, e.g., an
individual’s fish ingestion rate may vary over time, and at different stages in life (e.g.,
Harrington el al. 1995; Price el al. 1996). Some distributions also reflect uncertainty
regarding the true value of an input parameter, or some combination of uncertainty.

~, and variability. Probabilistic approaches and mterpretatlon including the use of

. two-dimensional techniques that explicitly segregate sources of variation in results,
can distinguish among these influences on the results of the analyses.

PROJECT APPROACH

As one component of an overall effort to develop a comprehensive framework for -

“modeling human exposures to chemicals, available information resources needed
to derive input factors for human exposure assessment models were identified and
compiled, including existing default exposure factors. The factors evaluated in this
study were grouped into the following five- categories: individual physical and
physiological factors, intake rates and related factors, behavioral factors related to
activity patterns, demographic factors, and environmental modeling factors. This

-information was critically reviewed, including evaluating the adequacy of the avail-
able data to assess uncertainty and variability. and assessing the degree to which
available default values are representative of the overall data sets. Ongoing research

“in the area of exposure factors was also identified. These efforts focused on expo-
sure factors that would be of interest for non-pesticide chemicals. The results of
these efforts are summarized, and other relevant information that will be needed to
apply the available data in a comprehensive exposure model is discussed. Critical
gaps in the available information are also identified.

This work focused primarily on the most relevant data for assessing exposures to
individuals in the United States, on exposures to the general population, and on
parameters of general applicability (rather than parameters that are chemical-
specific or situation-specific). Some elements of this focus reflect, in part, limitations
in currently available information. For example, although an extensive amount of -

- information is available regarding occupational exposures, these data historically
have focused primarily on monitoring measurements of specific workplace chemi-
cals and on inhalation exposures. Frequently, supplemental information is facking
to more specifically characterize the nature of the exposures or to support evalua-
tions of other exposure pathways (e.g., the activities workers were engaged in when
the monitoring occurred, the duration of the exposures, or the presence of protec-

! This work was conducted with support from the American Chemistry Council (ACC).
Copies of the full report upon which this article is based are available through the authors.
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tive equipment that would modify exposures). As reflected in the proceedings of the
November 1999 Occupational Exposure Database Sympesivm and reports in the Febru-
ary 2001 issue of Applied Occupational and Environmental Hygiene, efforts are underway
both in the U.8. and abroad to develop more consistent, complete, and readily
accessible databases of occupational exposure information o support health and
safety monitoring and research; however, such information is not broadly available
at this time (see, e.g., ACGIH 2001; Morgan 2001; Boiano and Hull 2001; Van Dyke
et al, 2001; Marquart e al 2001; and Abell ¢t al. 2001}).

~ This research effort began with'a’ review of compilations of those factors for which

default parameters are available {e. g, the USEPA Exposure Factors Handbook 1997a).

Additional information resources were identified through searches of peer-reviewed
scientific journals and gray literature, Internet searches of information regarding
exposure assessiment modeling, and research being conducted by regulatory agen-
cies and other entties, and a call for information regarding unpublished and
ongoing studies issued through a relevant Intérnet list server. In addition, approxi-
mately 45 exposure assessment researchers and other practitioners in the academic,
government, trade association, and private sectors were directly contacted to iden-
tify ongoing or planned research that is relevant to exposure assessment and model
development. These individuals were also polled regarding their perceptions of -
important gaps in’ the available information to supplement the data gap review
conducted in this pro_]ect : :

) OVERVIEW OF RESEARCH RESULTS .

Resources Revxewed

Relevant lnformauon was identfied from a number of sources. First, numerous
secondary sources ‘exist that compile a wealth of exposurerelated information.
- Primary among these are USEPA's Exposure Factors Handbook (USEPA 1997a, 2001d);

JUSEPA’s draft Chald-Specific Exposure Factors Handbook {USEFPA 2000a), and the
American Industrial Health Council's (ATHC) Exposure Factors Sourcebook (AIHC
1994). These sources are particularly useful because they were specifically designed
to support exposure assessment. Guidance prepared by various regulatory agencies
(e.g., ODEQ} I1998) and articles in the scientific literature (e.g, Finley ¢ al. 1994a;
. Gephart et al. 1994; Paustenbach 2000) also provide useful compilations of available
** information, in some cases lncludmg recommeénded point estimates or distributions

" of values for selected exposure parameters. The Society for Risk Analys:s has also
sponsored a texthook compiling information relevant for assessing exposures in
residential settings (Baker ¢t al. 2001; Driver.2001}, The USEPA has also issued -
guidance on methods for deriving probability distributions based on the informa-
‘tion available in the Exposure Factors Handbook (USEPA 20001). Other resource
compilations include a listing of federally sponsore: databases that have been, or
could be, used to support exposure assessment that was prepared in the early 1990s

o (Sexton el al.1994):

In addition to these sources, Wthh focus on U.S. populatlons efforts. have also
been undertaken to compile information for condus ting exposure assessments for
European populations, i.e.; the Exposure Factors Sourcebook for European Populations,
With Focus on UK Data (ExxonMobil 2000). This document includes a listing of
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Table 1. Summary of available exposure data.

Exposure Factot -

Busis

Seclected Sources -

Available Information

Indlvidual Physical/Physiologleal Factors

Body wéigln

Skin suﬁum

Life c.xpcctahcy

Gustrointestinal obsorption
Absomﬁm'x via iphalation

‘ Dermal absorption -

Factors influencing intcmat
dose, ncluding generic
physiological factors and
chemical-specific fuctors

Detaults, ineans, percentiles, and distributions.

Defaults, predictive equatiuns, means, percentiles,
and distributions.

A‘vemge values for expectation of kife,

Varies by chemical.
\_v’aries by chemical..

Varies by expusure scenario and chemical,

General data regarding dimensions, camposition,
and distribution of various anatomical tissucs ans
reference information for various physiological
processes in himons, Chentical-specific data
reparding human varinbility in comact rates, uptake
or absorption, systemic dilution. eliraination, half-
lives, active site availability, and functional reserve
capacily. Available dais vary by chemical and
pammeter, :

Large, netionl dutubases,

Primarily one measurement study.
Assumptions regarding the amount of
exposed skin swface arca associated with
various aclivilies ure typically hased on
professional judgment.

Ceosus data,
In vilro and in vivo studies, cvidence from

taxicological and ep ! smdies or
homan gbservations,

Invitro and in vivo studies, evidence Jrom
toxicological and epidemiclogical studies or
hupian observations.

Default diffusion assumgptions, latoratory
and ficld studies, ]

Anntomical and physiological studics;
stuaies from gharmaccutical and other
scientific literalure reflecting humen

variabjlity in responsc to specific substuices,

ALIHC (19949); Burmaster and Crouch (1997); Burmastes and
Murray (1998); ExxonMobil (2000); Finley et al, (1994a); Gephart
et al, (1994); Leighton (2001), ODEQ{1998); USEPA (1985,
1989a,1939b, 1991b, 1997a, 20000, 2001b, 200Lc).

AYHC (1994); Burmaster (1998a); ExxonMobil (2000); Finley et
al. (1994z); Gephart et al. (1994); Leighton (200)); USEPA (1985,
19893, 19928, 19972, 20002, 2001c).

ToexonMobil (2000); U.S. Barean of the Census (2 9§5): USEPA
{1991b, 1997, 20002).

Multiple, including Owen (1990). USEPA (1989¢, 1992b).
Multiple, including Owen (1990); USEPA. (1989, 1991b).

Muliiple, including Durkin ef af, (1995); USEPA (193%c, 19923,
1992b, 1995a, 1997b).

Multiplc, including Brown et al. (1997); Burin and Ssunders
£19993; Ginsherg (2000); Hetiis (1996, 20002, 2000 );
Hatlis ef oL (1987, 1999a, 1995b); Huitis and Silver (1994);
ICRP (1975); USEPA(1988, 2000h),
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Table 1.

‘Basis

Selecied Sources

(continued) o .
‘Exposure Factor o ) Availabic Information
Inhalation Defaults, means, percentiles, and distributions far -
. . long-lerm exposure for adults and children and for
short-term exposure associated with vanuus
m:uvmes R
Méan and geometric standard deviation by activity

Soil adherence to skin
: T and body region, Distributions.

Transfer factors of chemicals tu- Formulas and experimental data for estimaling
skiu fmm vnrious surfaces  wansfer rates of dislodgeable residues to skin from
T R vcgmmou md mhcr surfaces

B:hnvmrnl Fulors Related to Acumy r-nems ,‘ .

P- putation moblln;. idential Avcrn,ge, pcn'mnls. and distributions for U.S.
- AR - population and various subpopulations,

Occupational temure Medians For various catcgories (e.2.. age, gender,
a race, occupation, and eunings). Distribution.

Tlmc spcnt inloors/ omdooxs Mcans, dardd deviation 5, and distrib

‘Time spent mgnged in specific Méans, stendard dn@imions, some distribulions for

u:uvmas s . typical daily activities. -

. . - N ) '

Time spent smoking Means, stendard deviations, and percentites.

Time spent bathing ot Meang, standard deviations, pescentiles, end

showering . dlsmbutmns A

" Long-ferm expoaure raes: primarily one
large U.S. study. Short-term exposure rates:

primarily a few small, Los Angeles-based
studies using observetions omd predictive
equations. - o

One small recent study uscd ficld
measurements cotegorized by activity,

- gender, age, field conditions, and clathing.

Historical datafrom laboratory and field

 studies of adherence-to hands.

Experimentnl studies of human volunteers

. for multiple pesticides and other chemicals,

~ Primasily U.S. Census data,

Two studies using ceasus data.

Large nafional studies vsing diary
techniques (e.g., the National Human

Activity Pattern Survey [NFHAPSY). -

Several national studics using diasy
techniques (e.g, the NHAPS). Studics in
several slates (meluding California) using
recall survey and other techniques. Surveys
of activities of specific workpiace
populations, £.g., janitors. -

1

- Several national studies using diary

techniques (e.g, the NHAPS).
Several national studies using diary

techniques (e.g.. the NHAPS).

AIHC (1998); ExxonMobil {2000); Finley ef al. (1994a): Layton
(1993): Leighton (2001); OBEQ (1998); Rusconi et al. (1994):
USEPA (1989b, 1991b, 1997a. 2000a, 200ic).

Multiple, including ExxonMobil (2000); Finley et al,
(1994a,1994b); Holmes ez al. (1999); Kissel ez al. (1996);
ODEQ (1998); USEPA (19923, 1997a, 2000a).

Multiple. including Durkin ef al. 1995; Brouwer er.al. (1999),
USEPA (19974, 1999b).

AIHC (1994}, ExxonMobil (2000); Ficld es ol. (1998); Finley er
al. (1994a); Gephart ef al. {1994); Isracli and Nelson (1992);
Johmson and Capel (1992); ODEQ (1998); Sedinan et al. (1998);
U.S. Bareau of the Census (1993); USEPA (19973, 2000b).

AIHC (1994); Carcy (1988, 1990), as summarized in USEPA
(1997a); ExxonMohil (2000); Fintey et al. (1994a); Gephart e¢ al.
(1994): ODEQ (1998).

ATHC (1994); ExxonMabil 2000); ODEQ (1998); USEPA
(1996a,"1996b, 1997, 1999%, 2000a, 2000b).

AIHC (1994); Clayton and Pemitt{1993); CMI (2001);
ExxonMobil (2000); Gephant ez al. (1994); Hill (1985); IATUR
{2000); Klepeis et al. 2001}, McCurdy {2000s); McCurdy et af.

(2000), ODEQ (1998); Robinson and Thomas (1991); Silvers eral.

(1994); and others, as summarized in USEPA (19974); Timmer ¢
al. (1985), UNSD (2000); USEPA (1996a, 1996b, 1997a, 1999b,
2000a, 2000b, 2000d); Wiley er al. (1991); Wong et al. (2000);
UM (2000), Wong ez al. 2000).-- . .

USEPA (19962, 1996b. 19974, 20005),
AIIIC (1994); Burmaster (1998b); ExxonMobil (2000); Finley er

al. (1994a): Jsmes and Knuiman (1987), USEPA (19968, 199617
|99'Ia. 20005. 20000). -
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Table 1. (continued) .
Exposure Factor _ Available Information Basis Selected Sovrces
Behavioral and cultural practices  Numerical data to sopport identification of Census and other suryey data collected by

Drinking water and food sources

Sacioeconomics

Environmental Modeling Factors

Uptake/transfer faclors

Residential air exchange rates,
air ﬂowrans and 1

populations participating in various behavioral or
culmnﬂ pmcuccs that can mﬂuence expaswre and
ctetistics of thuse poput 5

Numerical data to suppod identilication of water
and food sources for various populations and
characteristics of those populations.

Numerical data to support identification of
socioecanomic facturs that may influence exposure
potential for various populations and characteristics
of thase populations.

Varies by chemical,

Means, standard deviations. percentiles, and

distributions. Raw data are available. Other relevant

Chemical transi l'armu.hon rates

Metcorulogical factors
Chemical distribution

informalion available in individual studies, 2.5.,
Clobes et al. (1992) end Kerper ef al. {2000).

Varies by chemical.

Varies by site,
Varies by site.

federal agencies and qther entities, -

Census and other survey data collected by
federal ogencies and other entitics,

Census and other survey data collected by
federal agencies and other entitics.

Predictive equn!ions-basr.d on physical and
chemical properties; chemical-specific and
site-specific studies. -

Primarily two large studles of resndenum
characteristics,

Predictive equaticns bmed on physical and

‘Multiple including CARB (19918, 19915); USEPA (1996a, 1996b,
1999a).

USEPA (19965, 1999a),

USEPA (19%95).

Specific values and techniques for estimaling some values for
environmental modeling provided in resources such as Lyman er
al. (1990), SRC (2001), and Amis (1988), Verschueren

(1996), EPA’s Health Assessment Docoments. ATSDR
Toxicologicel Profiles, and chemical-specific studics.

CCHT (2001); Keontz and Recior (1993); Murray (1997); Murray
and Burmaster (1995);TIE (2001); U.S. DOE (1995); USEPA
(19973, 2000b, 2000¢. 2001b); VERSAR (1990).

ﬁpec\ﬁc vnl\les and lechniques for estimating some values for

chemical propesties; ct i-specific and
sitc-specific studies. -

Netional daza collection network,

envire di rovided in
al (1990), SRC (2001), , Verschueren (1996) EPA’s Health

ts, ATSDR Toxicological Profilcs, and
chcrmcul spccxﬁc studics. DT

i such as Lyman es

National Weather Service, US. Depanment of Commeice.

Site-specific and sccﬁmn'&spcciﬁc smidics.
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Boyce and Garry

to support distributions of factor values. By contrast, data for factors such as chemni-
cal uptake rates into beef or dalry cattle are so Iumted that only point estimates are
typically available.: -

Repgulatory agen(:les and others have recommended default deterministic values
for many exposure factors and, in some cases (e.g, ODEQ 1998; AIHC 1994;
ExxonMobil 2000}, have recommended default distributions. Factors for which .
default values exist include general factors (e.g., body weight), intake rates (e.g., soil -
or food ingestion rates), absorption factors (e.g., from the gastrointestinal system),
and tempora] factors (eg., exposure duration or frequency). Distribution informa-
tion is available for many of these factors, reflecting a broader perspective on the
real variations that exist in these factors than can be accounted for by single point
estimates. This step of the critical review included an assessment of the degree to
which the available default values represent the probable actual values of the
specific exposure factor when the available distribution informarion is considered.

Specific findings for each category of exposure factor are discussed below.

Individwal Physical/Physiological Factors — Parameters in this category include
physical parameters that describe receptor size (i.e, body weight and skin surface
area); life expectancy; absorption factors associated with gastrointestinal, inhala-.’
. tion, and dermal exposures; and pharmacokinetic and pharmacodynamic factors :
that influence the internal dose.that reaches target tissues :(e.g.; metabolic rate
constants and partition coeflicients). Data for the first three factors listed in Table
1 (i.e., body weight, skin surface area, and life expectancy) are quite extensive and
have benefited from data collection efforts conducted in areas other than environ-
mental risk assessment (e.g., medical and insurance-related research on body weights
and life expectancy). Large national databases have been used to generate default
values, summary statistics, and distributions for these parameters. For each of these
factors, the available default values are likely to be adequate for general exposure
" scenarios. Evaliations of spec1ﬁc scenarios or subpopulations may merit analyses of
the underlying data, however, .to derive values that better reflect .the exposed
population of mterest The adequacy of these data is generally judged to be high.
For these parameters (as well as virtually all the others), the data are least adequate
for assessing intraindividual variability, where applicable. In general, any ongoing or
+-proposed research regarding these parameters consists primarily of fine-tuning to
update the existing values to reflect more recently collected data.: :

For skin surface area, a related factor is the amount of exposed skin through
which absorptlon may 1 occur durmg various activitics. Little data exist to support
values for this factor Insteacl assumptions for this’ factor are generally based on
', professional Judgment The adequacy of these data is assigned a lower rating. These
data raise particular concerns regarding how well generic values apply to specific
exposure situations. The degree to which differing skin areas are exposed and the
lypes of exposures that occur can vary widely depending on many factors, including
the types of activities engaged in, seasonal factors, and intraindividual variations

'+ from exposure event to’ exposure everit {e.g., what types of activities are ‘engaged in - -

each time, the intensity of the activity, or the time lapse between the event and
cleanup activities). Inter-relationships between the various factors influencing der-
- mal exposure are also ‘poorly understood (e.g., activity type, exposed skin surface
 area, and soil adherence), which presents additiona! concerns regarding the appli-
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cation of default values. Research is ongoing as part of efforts to better characterize

- dermal exposure. »
The remaining factors in this category include chemical-specific elements. Data
- for these factors are more limited and vary widely depending on the chemical. For
. the. absorption. parameters, default. values: have. typically: been set to reflect the
~ maximum possible absorption (i.e., 100% absorptlon in many cases; see, ¢.g., USEPA
- 1999b). In some cases, alternative assumptions have been derived for specific
: + chemicals or groups of chemicals based on theoretical predictions. Observations in
. humans, in viveanimal studies, and in vitro test systems have also been used to derive
chemical-specific absorption values in some cases; however, data for most chemicals
are limited.' Even for the’ best-studied chemicals and exposure routes, data are
~ typically insufficient to support development of distributions of potential absorption
“values in the general exposed population or specific exposed subpopulations;
however, the potential range of absorption values is limited by definition to between -
0 and 100%.

Chemical-specific studies have shown that absorption values can differ substan-
tially from default values depending on such factors as the specific chemical or
physical form, the matrix in which exposure occurs, and the characteristics of the
receptor (e.g., age or health status). As a result, situation-specific evaluations of

“absorption typically are merited when absorption assumptlons may substantially
‘affect exposure—modelmg results. Research into both generic and chemical-specific
elements of these factors is active, particularly for certain chemicals and exposure
routes, e.g., gastrointestinal absorption of various types of metals (see, e.g., Ruby et

-al. 1999) and dermal absorption of persistent organic chemicals found in soil at
contaminated sites such as pentachlorophenol (see, e.g., Qiao et al. 1997).

The final set of factors listed in this category (i.c., factors influencing internal
dose} encompasses a wide range of generic physiological factors and chemical-
specific factors that describe the uptake and disposition of chemicals in humans. For
these factors, general data are available describing the dimensions, composition,
and distribution of various anatomical tissues and critical aspects of various physi-
ological processes in humans. Chemical-specific information is also available regard-
ing uptake, metabolism, elimination, and other aspects of chemical disposition in
humans. For some chemicals, ¢.g., certain volatile chemicals such as chloroform and
trichloroethylene, extensive data have been collected and applied in detailed phar-
macokinetic and pharmacodynamic models. For most chemicals, however, few data
have been collected, and little in the way of default values, summary statistics, or
distributions is available. Efforts have been ongoing for many years to compile

- chemical-specific data reflecting interindividual variability in these parameters from

"literature reflecting environmental chemicals as well as pharmaceuticals. These data
are being used to assess appropriate values for specific chemicals as well as to
evaluate generic issues (e.g., the general magnitude of variability in these param-
eters, or whether the default uncertainty factors used in deriving toxicity factors for
noncancer health effects are adequate). Research is actively ongoing in this area,
and the compiled data are being expanded to reflect data specific for children. The
compiled data are available through the Internet.

For both the absorption factors and those factors influencing internat dose, the
adequacy of the available data varies with the specific factor and chemical under
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consideration. In general, these data are judged to have low/medium adequacy.
. Intake Rates and Related Factors — Factors in this category include ingestion
rates for water, soxl and dust, food, and breast milk; inhalation rates; and dermal®
contact factors such as soil adherence to skin and transfer factors of chemicals to
* skin from various surfaces. Parameter estimates for inhalation rates and ingestion
_ rates for water and most forms of food are generally based on large-scale national
. databases, which are generally considered dated to varying degrees In ‘most cases,
these data have typlcally been used to, derive default values, summary stat.tsucs ancl
dlstrlbut.mns for’ use in eSUmatmg exposures for the general U.S. populatmn Data o
A regardmg these intake factors have also been collected in smaller studies 0fspec1ﬁc
e subpopulatlons (eg, inhalation rates for groups engaging in athletic activities or
ingestion rates for persons raising home-grown produce or participating in recre-".
ational ﬁshing at speciﬁc locations). In some cases, these data have been used to
. derive summary statistics and distributions for use with these subpopulauons or at
' spec1ﬂc sités. Data on related factors are also frequently collected in these smaller
studies, e.g., on serving sizes or .the frequency of engaging in specific activities.
The adequacy of data for these parameters is assigned a high overall ratmg,
reflecting the fact that although some limitations exist in the available data for both -
. of these factors, physmloglcal bases exist for establishing reasonable bounds on the ;.
' possible values for these parameters. In addition, the available default values for -
.. these factors are likely to be adequate for general exposure scenarios. Evaluations -
. of specific scenarios or subpopulations may merit additional analyses, however, to
derive values that better reflect the exposed populanon of interest. Ongoing re- -
~ search on these factors includes updates of the national food intake surveys (i.., the
U.S. Department of Agriculture’s Continuing Survey of Food Intake by Individuals)
and subsequent analyses of these data to update relzted exposure factor estimates. |
Additional studies of specnflc subpopulations (2.g., individuals that parUClpate in
recreational fishing at specific’ locations) are also being conducted.’
.The remaining factors (i.., soil and dust ingestion, ingestion of breast milk, and
dermal contact factors) are supported by much more limited data. Although default
values, summary statistics, and in some cases distributions of these values have been
derived from the available data, questions exist regardmg the appllcablhty of the
- available data and how the factors may vary depending on spec1ﬁc exposure condl—
' tons (e.g., how. sonllmgesuon«rnay vary with season, region of the country, or../v
~socioeconomiic factors). Data are’ also very limited for specific ‘aspects. of these e
- factors, e.g., the prevalence and magmtude of breast milk intake in infants greater
than 1 year old.
- Medium joverall ; ratings -are , assngned ‘to the. adequacy of the data supportmg
_— pqrameters for dietary intake and breast milk ingestion. In general, the adequacy of .
~ the dietary intake data is lower for assessing long-term intake rates than for assessing
short-term intake rates. Data adequacy is also lower for assessing children’s intake *
rates than for assessmg adults’ intake rates. Low/medium ratings are assigned to the .
adequacy of the data for soil and dust lngestlon and dérmal ‘contact factors: These +
ratings reflect the substantial limitations in’ the available data. These limitations
include the small number of participants in some of the underlying studies and the
limited availability of data reflecting different exposure conditions. Data are also
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variability in activity patterns that may exist in the population and, in particular, how
well individuals at the upper and lower ends of the distribution of activity pattern
behavior are reflected in the available data.

Currently available data on more detailed aspects of behavioral factors influenc-
ing exposure (e.g., children’s hand and mouthing behaviors) typically are derived

+from small-scale studies. Some summary statistics are available for factors such as the
number of contacts per hour of children’s hands with objects, mouth, or surfaces;
however, these data are generally obtained from a small number of observations
" (e.g., only a few children). Work is ongoing to incorporate these types of factors in
exposure assessment models; however, additional data are needed to better charac-
terize associated exposure parameters (e.g., chemical transfer rates associated with
various types of contacts). The adequacy of the data for assessing children’s hand
and mouthing activities is assigned a low to medium overall rating. This rating
reflects the generally small size of the studies of these factors, the preliminary nature
of investigations into these factors, and limitations in the availability of modeling
approaches and associated exposure data required to incorporate these factors in
exposure modeling. Research in this area is ongoing.

Default values are available for selected factors included in this category. In
general, the available default values are likely to be suitable for use in general
exposure assessments. For many exposure evaluations, however, more specific analy-
ses focusing on specific subpopulations or exposure scenarios of interest are likely
to be warranted. Questions also exist regarding the application of some‘of the
available default factors and data. For example, the data underlying estimates of
time spent at a specific residence or in a specific occupation generally reflect the
time spent to date at that location or type of work and may not adequately account
for the additional time that will be spent after the survey information is collected.
Concerns have also been raised regarding whether the use of these factors ad-
equately accounts for similar exposures that may occur even after an individual
changes residences or occupations. For those factors for which default values are not
yet available, the available data need to be carefiilly evaluated to ensure their
applicability to specific exposure scenarios of interest.

Demographic Factors — This category includes a variety of types of data to
support evaluations of the prevalence of sensitive populations and demographic
factors and other population characteristics affecting exposure. Most of the data .-
available to support such evaluations are not readily summarized as default values
and distributions. Instead, the available data consist largely of numerical and listing
data that can be used to assess the overall prevalence of specific populations of -

interest or the likelihood of the presence of such populations at specificsites. Most:. - ..

of the available data are derived from large national surveys, such as the U.S. Census, . .
and from other surveys, listings, databases, maps, and reports prepared by federal
agencies and other entities. Some of these data sources are periodically updated
(e.g., the U.S. Census). '

With respect to the adequacy of the available data, the- factors included in this -
category fall into three subgroups. The overall adequacy of the data supporting
evaluations of sociodemographic factors, such as race or household composition, is
assigned a high rating because these factors parallel the types of data collected in
the national Census, the goal of which is to provide a comprehensive enumeration
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Jof the entire U.S. populatlon The adequacy: of data supporting evaluations of
‘residence and nonresidence locations and associated characteristics is assigned a,
;» medium rating overall. This rating reflects the. fact that components of these data

:are determined in part from Census data and in part. from other sources that may y

1‘,- . ‘(,,

- r)not be as comprehensnve as Cénsus data. |
' The adequacy of the data supporting the remalnmg factors mcluded in thls
category is assigned a low/medium overall rating. This rating’ reflects: the wide

-rvariation in the amount and type of. data available to support speclﬁc factors: For
example data regardmg part1c1patlon in certam act1v1t1es or. behav10ral practlces
¥ avallable for other activities or practices. For: those activities for which data have

. v.been collected, the degree to which: the data are comprehenswe or represent the::

_ fact1v1ty levels of all individuals who' part1c1pate in the activity may be unclear. No, -
. default values are avarlable for any of the factors in this category.. ‘
Environmental Modeling Factors — This category includes uptake/ transfer fac—
_tors, characteristics of the setting or building that influence exposure, chemical
" transfer rates, meteorological factors, and chemical distribution data. Many of these
: factors are either chemical-specific (e.g.; uptake factors and chemical transforma-
tion rates) or are highly dependent on the specific site or situation of interest
'(including building or setting characteristics [e.g., Kerger et al. 2000] or chemical -
distribution in the environment). These factors and associated exposures can also
' be influenced by specific human activity patterns such as the use of air conditioning
- or of specific chemical-containing consumer products (e.g., Clobes e al. 1992).

Data relevant for assessing some of these factors may be available or could be
developed from studies conducted in test houses. For example, test houses are
currently maintained by the USEPA (USEPA 2001b) and the Canadian Center for .
Housmg ‘Technology (CCHT 2001): These houses are used to conduct studies .

i assessing the residential fate and transport of consumer products (e.g., Sparks el al .

1999; Sparks et al. 1991, Guo et al.:11992) and the influence of new residential

g bu1ld1ng materials and designs on residential air quality. The Texas Institute for the
- Indoor Environment at the Umverslty of Texasis also developmg a test house system
(TIIE 2001).

- Default values, summary: StatlStICS rand dlSt_l‘lblltIOIlS* are avallable forf some of
these factors (e.g., residential air exchange rates). For other parameters, default
values may be available from various compilations or may be estimated by using
- 'various predlctlve equations.  Default values or. approaches are also provided in

-»various exposure models. In general; llttle information is available regarding how
.some of these factors may vary under’ dlffermg site- speclﬁc conditions. (¢.g., how -
,plant uptake ofi chemlcals varies dependmg oni sorllcondmonsr or: the:speclﬁc i
“chemical or plant species of interest). Some updatmg of these values occurs periodi- .
cally; however, this information typically is widely dispersed and may not be directly
‘applicable in specific situations. o

In this category, the data supporting meteorologlcal factors are ass1gned a me-’

- dium/high overall rating. This rating reflects the extensive network of supporting -
" data tempered by limitations in data that may exist for specific sités: Questions also "
exist regarding the implications of meteorological conditions for other exposure
parameters (e.g., how weather conditions influence exposures to sorl and dust) The
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in Denver, CO, and several other communities to develop probabilistic models of
microenvironmental and total exposure to carbon monoxide (Law et al. 1997; Ott
et al. 1988). Studies of exposures to pesticides and spray pamts have also compared -
monitoring and modeling results (Krieger et al. 2001; Brouwer et al. 2001). Other
resources that might provide data that could support similar studies include the
ongoeing data collection activities of the NHEXAS program (which includes per-
sonal monitoring data and biomarker data for certain chemicals, as well as data on
“certain exposure modelmg factors such as activity patterns see, e.g., Sexton el al,
1995a), data collected as part of the TEAM study (see, e.g., ‘Wallace 1993), monitor-
ing data collected in a number of regulatory contexts (e.g., as comprled in USEPA’s
Envirofacts database; USEPA 2001a), and data contained within the exposure data-
bases reviewed in Sexton e al. (1994). Alternatively, to conduct some types of
comparative studies, it may be necessary to design and implement new research
combining collection of relevant monitoring data and data regarding specific expo-
sure factors of interest. Duan and Mage (1997) review issues in comblmng monitor-
ing and modeling data. ‘

Alternative Exposure Assessment Methods A final area of context to consrder
is the overall framework being used to model exposures. Commonly used exposure
modeling efforts and the factors reviewed in this report primarily focus on using
contact with various media and duration of time spent in various locations as the '
measure of overall exposure. Other bases for modeling exposure are also under
investigation. In addition, researchers are also working to ensure a clear and
consistent set of definitions to guide exposure analyses, including consideration of
physical components of steps in exposure and concepts related to exposure in time
and space (see, e.g., Zartarian et al. 1997a).

One alternative approach to modeling exposure uses metabolism, specifically
energy expenditures, as the basis for assessing overall exposure (e.g., McCurdy
2000a). Activity pattern data are evaluated not only in terms of the time spent in
specific locations and activities but also in terms of the amount of energy expended
in each activity. Total energy expenditures and patterns of energy expenditure can
then be related to required inhalation rates, food and fluid intake, and associated
exposures. Dermal exposure assessment is not readily addressed through this ap- -
proach. For other exposure pathways, however, such an approach may provide a .
more biologically accurate and integrated perspective on aggregate €xXposures asso- - -
ciated with multiple exposure routes. Moreover, this approach can account for the
actual time pattern of exposure, rather than aggregating exposure data in ways that
can obscure information critical to an accurate assessment ‘of potential health-
impacts.: This approach is being applled in'the CHAD database (McCurdy 2000b) -
that compiles both act1v1ty pattern data and associated energy expenditure estimates .
drawn from sources of such data (e.g., Ainsworth el al. 1993). Again, to the extent
that this approach becomes widespread in exposure assessment or becomes impor-
tant in assessments of specific chemicals, a different category of exposure data w111
need ‘to be collected,: compiled, and analyzed ' L N

In’ addltlon to applying alternative measures to assess overall exposures, alterna—,
tive technlques exist for quantltatlvely addresslng distributional data. To date, the
types of exposure factor data reviewed in this report have typically been applied in
exposure and risk assessment models by using deterministic approaches or proba-
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bilistic approaches relying on Monte Carlo techmques Alternative approaches are
being explored. For example, Petersen ef al. (1994) presents a joint distributional
analysis approach for assessing exposures occurring through ingestion of chemical
residues in food. This approach allows intake through all dietary sources to" be

ana]yred SImultaneous]y, without the repeated simulations required in Monte Carlo |

~analyses. The use of such alternative approaches. may also modify future: data
‘requirements or how data are applied in exposure models.

' REVIEW OF DATA GAFS

» Overview of Review

This data compilation and review process also mcluded 1dentlﬁcatlon of gaps in
the available information to support development of exposure factors.” Such gaps
- exist on several levels. First, in some cases, information regarding a certain exposure
factor 51mply may not exist. For example, physiological parameters of the type
applied in PBPK models have not been studied for many chemicals. In other cases,
data may exist for a certain type of exposure factor, but the degree to which those
data are applicable to a variety of exposure scenarios may be uncertain. For ex-
ample, the data regarding children’s incidental ingestion of soil that are commonly

- applied in risk assessments are derived from observations from a limited number of

young children within only a few exposure settlngs Questlons exist regardmg how
representative these results are for children in other locations who take partin other
types of activities or contact different types of soil. The implications of these data for
other age ranges, for which soil mgesnon data’ are even more llmlted are. also.
uncertain.

In other cases, data exist, but may not be well complled For example a few
sources of information regarding éxposures of the general popu]auon to consumer
products are available. While USEPA’s Exposure Factors Handbook (USEPA’ 1997a)
contains a limited amount of information regarding frequency and duration of use
of certain consumer products {e.g.. spray paint and cléaning products), sirilar
_existing information for other products is more dlspersed Moreover, information
regardmg consumer use of specific products is often compiled by individual com-
* panies or affiliated researchers for marketing or other, purposes, but this informa-
tion is not always published, compiled in a central dat.abase or made widely avail- -

\able

The data gap evaluauon considered both existing gaps and the relative impor-
tance and prlorlty of the gaps (ze, which gaps would. be most worthwhile to
“address). The priority of filling the gaps was assessed in part on the basis of the types

ments are mcreasmg]y being conducted accordlng to the mandates of the FQPA,
Such analyses require an understanding of a broader spectrum of exposures that -
might be encountered in everyday life. The relative priority of identified data gaps
also depends on the implications of the missing or inadequate data on exposure

-assessments. In identifying existing data gaps, this review process drew upon per-

spectives on existing data gaps presented in published sources (e.g., USEPA 1997a,
2000a; Cohen Hubal ¢ al 2000a,b; ExxonMobil 2000; Whitmyre et al. 1992b} and
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on perspectives provided by exposure assessment experts contacted during the
course of this project.

In assessing the relative priority for filling the data gaps, this review considered |
the relative extent of the identified data gaps, the relative impact of the exposure
factor on exposure modeling, and the general applicability and use of the param-
eter on modeling. In particular, factors that entail chemical-specifié research rather
than research supporting general exposure-modeling efforts for all chemicals or
broad categories of chemicals were a551gned a lower priority ranking. The relative -
timing of research on specific factors was also considered in assngmng priority,
rankings. That is, identified research that might benefit from the results of addi-
tional research efforts in other areas was assigned a lower priority ranking.

In addition to considering limitations'in the specif'c types of data included in this
work, this review also considered limitations in thc accessibility of the available
information. These issues are also dlscussed below :

General Research Needs

Several general research areas were identified both in published assessments of .
data gaps and by numerous md1v1duais contacted durmg this project. These in-
cluded the following:- :

‘¢ Increasing our understanding of children’s exposures to env1ronmental chemi-
~ cals, including developing better exposure facter estimates focused specifically -
on children, better methods for monitoring and modeling children’s expo-
sures, and better information regarding the relationship between children’s
activity patterns and exposures

»  Designing and .conducting exposure assessment studies that better reflect
long-term variations, trends, and correlations in exposure, and developing -
better methods for extrapolating long-term exposure patterns from data col-
lected in short—term studies'?

. Conducting formal analyses (e.g., using value of information and other deci-

sion analysis methodologies) or ‘more qualitative analyses (e.g., identifying

- sources of uncertainty associated with high-cost or. high-consequence deci-
sions) to determine priorities for collectmg additional data or more detailed
" data to support exposure modelmg ' '

° vConductlng conﬁdence—buildmg studies of existmg or newly developed expo-

" sure assessment models by using exnstmg data or data from spec1ally designed

studies to determine whether reasonable restlts are obtained from predictive
models under a variety of exposure conditions -

.. Developing . improved techmques for: combmmg data when muluple studies - .

......

- exist for a spec1ﬁc factor :

PN

2 Issues in study design and extrapolating long-term exposure estimates from short-term
"data are presented in Buck ¢ al. (1997), Price et al (1998), and Wallace e al. (1994).
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Table 3. Summary of factor-specific data gaps.

_ Priority for Filling Data Gaps*
Exposure Factor High ___ Medium ' Low
Physical/ . - Skin surface area—amounts exposed  Absarption factors {chemical-specific Bady weight

physiological factors

Intake rates and related factors

during specific activities

Abéorption factors (generic elements)

elements)

Factors influencing internal dose
(generic elements)

Ingestion factors

Skin surface area—general

Factors influencing internal dose
(chemical-specific elements)

Inhalation
. Dermal contact factors
Be]:navloral factors related to actmty Worker activities Population mobility
patterns ' ' Timeuse | : o
Consumer products
Chj_lc!r?n s hand and mouthing
ac_'ﬂvmes .
Demograph!c factors . : Demographic factors
Envn'onmental modeling facmrs Uptake and transfer ﬁwtom , Residential air exchange rates, flow
) Room- and achvrty-specxﬁc factors rates, and volumes
influencing residential air exposures
Indoor dust factors |
Meteorolo gical factors
‘ - Note: - o o o

» Priority ranlungs'refiect consideration of the influence of the factor on exposure and risk assessment results, the priority accorded
to the factor by published data gap listings and contacted experts, and the general applicability of the factor (i.e.; factors that will entail
chemical-specific research rather than research supporting general exposure modeling efforts for all chemicals or broad categories
of chemicals were assigned a lower priority ranking). Relative timing of research into specific factors was also considered (i.e,
identified research that might benefit from input from other identified research was assigned a lower priority rankmg) Additional

o dnscuss:on of the prlonty rankmgs for each data group is presented in the text
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Nevertheless, questions remain regarding whether all relevant factors influencing
exposure are reflected in the available data (e.g., the specific types of activities or
contacts that occur during the time spent in various locations). Children’s hand and |
motithing activities and children’s activity patterns in general are of particular
interest. Similar issues exist for available data regarding use of specific consumer
products. In all cases, questions exist regarding the degree to which the available
data reflect current or long-term exposure patterns.

The final gap identified for factors in this category is assoc1ated with data avail-

" able for assessing population moblhty In this case, quéstions exist regardmg whether
the .currently available :data appropriately -reflect the duration .of exposures in .
residential settings and whether the data have been appropriately interpreted.

Because of the magnitude of the data gaps identified for factors in this category,
almost all of the gaps were assigned a high ranking. The only exception is the
ranking for the data gap associated with the populauon mobnhty exposure factor. .
" This data gap was assngned a low rankmg because it is viewed as a fine- -tuning effort
rather than substantial new data collection. ' :

Demographic Factors — In general, the data underlying the factors mcluded in
this category could be updated and made more comprehensive. For example, those
factors that are characterized using Census data should be updated as new data -
" become available. Sumlarly, additional data could be located or collected to char-

" acterize other factors that may influence exposure. For example, expanded surveys .
could be conducted to identify individuals participating in some of the activities that '
are currently identified in existing data compilations using surveys of individuals
belonging to organized groups supporting such activities. In addition, surveys could
be conducted to characterize participation in other activities that may not be
included in existing data compilations. This general data gap was assigned a low

ranking because of the high degree to which the necessary research depends on .

" specific exposure scenarios and chemicals of interest.

Environmental Modeling Factors — Five broad groups of data gaps were ident-
fied in the factors included in this category. The first data gap is associated with the
available data for chemical uptake factors (e.g., from soil into plants and other biota)
and transfer factors (e.g., from outdoor soil to indoor dust). Data for these factors

" have many of the same limitations as those identified for absorption factors, i.e., the
T .Jdata are limited for many specific chemicals as well as for understanding the general .
_processes determmmg uptake and transfer in spemﬁc environmental settings. This

" data gap was assigned a medium rankmg, reﬂectmg a balance between the impor-
“ tance of these parameters and the chemical- spec1ﬂc nature of much of the requlred ‘
mformanon R I TR TR . : ‘

To address the second data gap in ths category, the data regardmg resmientlal air.
exchange rates, air flow rates, and volumes could be updated by using data collected
triennially in the U.S. Department ‘of Energy's Residential Energy Consumption

_ Survey (RECS). The RECS study could also be expanded to include mnore types of

. buildings (e.g., daycare centers): This data gap was assigned a low ranking because" - -

it primarily reflécts fine-tuning of the existing database and additional data needs
depend on specific exposure settings of interest.

The third data gap is the limited information regarding room- and activity-
specific parameters influencing exposures via residential air. These include data on
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could consist of a database that directly incorporates available information or a
clearinghouse that could provide pointers to available information. Among the
types of information that could be organized in this resource are existing databases -
of exposure parameters needed for exposure modeling, databases of exposure -
monitoring data, exposure models, and publications and other documentation of -
exposure assessment data, approaches, and applications. Models for such an effort
include USEPA’s Environmental Information Management System (EIMS), which

“is a tool that provides access to the agency’s environmental resources, the biblio-
graphic databases maintained by the National Library of Medicine to provide access .

_ to the scientific literature regardlng health (e.g., Medline and Toxline), and the ...

compilation of exposure assessinent resources currently being developed by the .

Alliance for Chemical Awareness. The USEPA has begun ta compile such a resource

in its Exposure Factors Program, which provides links to a variety of types of
exposure mformauon r.hat the USEPA has generated (USEPA ’2001e) S

CONCLUSIONS

The results of this review demonstrate that a rich, although incomplete, database !
is available to support development of input factors for exposure assessment mod- -
eling. Values for some factors (such as body welght life expectancy, and general
demnographic factors) can be developed based on extensive data sets, including .
substantial ainounts of data that have been collected and documented in other,
contexts, such as the medical and insurance literature, and through comprehensive
censuses, For other factors (such as those required to develop detailed models of .
children’s activity patterns), exposure assessment researchers are exploring new -
areas and developing new data collection techniques for adequately reflecting
variability in these factors and for identifying which aspects of these factors are most: -.
crucial for determining exposures.: : ~ - -

As discussed above, the data available to support exposure factors vary w1de1y in
their quality and their adequacy to support detailed analyses of the variability and '
uncertainty inherent in specific exposure factors and scenarios. In general, the data
are most adequate for characterizing average or “typical” exposures and less ad-
. equate for assessing exposures for individuals that most differ from the normm. .
‘Similarly, the available data most commonly are weakest in reﬂectmg mtramdmdual i
variability in factors (i.e., how an individual’s exposure may vary from exposure R
event to exposure event) and in reflecting long-term exposure patterns. In many:
cases, the uncertainty inherent in the available data is not well botnded ‘(e.g., for:
v many. factors for charactenzmg the frequency with which individuals participate m f
various actwmes) however in some cases, factors have been well charactenzed (e.g. B
-body weight) or the range of potential values for a factor has been defined by
biological or other considerations (e.g., for absorption values). -

As is true of every scientific research area, additional data are desirable in-

Sy

numerous areas. These include broad needs, such as more data specifically reflect-- ST

-ing children’s exposures and data reflecting long-term exposure trends. Data needs " -
-associated with specifi¢ factors also exist, most prominently including data regard— i
ing soil and dust ingestion rates, dermal exposure, occupational activity patterns, .
and activity patterns for the general population reflecting a broader spectrum of’;
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