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Effects of Data Limitations When Modeling
Fatal Occupational Injury Rates

James F. Bena,'* A. John Bailer,"'? Dana Loomis,> David Richardson,3
and Steve Marshall3

Background Occupational fatal injury rate studies are often based upon uncertain and
variable data. The numerator in rate calculations is often obtained from surveillance
systems that can understate the true number of deaths. Worker-years, the denominator in
many occupational rate calculations, are frequently estimated from sources that exhibit
different amounts of variability.

Methods Effects of these data limitations on analyses of trends in occupational fatal
injuries were studied using computer simulation. Fatality counts were generated assuming
an undercount. Employment estimates were produced using two different strategies,
reflecting either frequent but variable measurements or infrequent, precise estimates with
interpolated estimates for intervening years. Poisson regression models were fit to the
generated data. A range of empirically motivated fatality rate and employment parameters
were studied.

Results Undercounting fatalities resulted in biased estimation of the intercept in the
Poisson regression model. Relative bias in the trend estimate was near zero for most
situations, but increased when a change in fatality undercounting over time was present.
Biases for both the intercept and trend were larger when small employment populations
were present. Denominator options resulted in similar rate and trend estimates, except
where the interpolated method did not capture true trends in employment.

Conclusions Data quality issues such as consistency of conditions throughout the study
period and the size of population being studied affect the size of the bias in parameter
estimation. Am. J. Ind. Med. 46:271-283, 2004. Published 2004 Wiley-Liss, Inct
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INTRODUCTION

The emergence of surveillance systems for fatal occu-
pational injuries has facilitated research on which workers face
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the greatest risk from severe injuries. The National Traumatic
Occupational Fatality (NTOF) surveillance system, which is
maintained by the National Institute for Occupational Safety
and Health (NIOSH), was one of the first data sources to
monitor occupational fatal injuries for the entire United States.
The NTOF surveillance system uses death certificates marked
as “injury at work,” and has tracked fatal occupational injuries
since 1980. The NTOF system is frequently used to provide
numerator data for fatality rate studies. Employment figures
from either the Bureau of Labor Statistics’ Current Population
Survey (CPS) or the Census Bureau’s decennial census are
typically used to obtain denominators for these rate studies.
These fatality rates are often shown descriptively for
subgroups of the population [Marsh and Layne, 2001; Bailer
et al., 2003], and can be used to determine trends over time.
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Generalized linear models [McCullagh and Nelder,
1989] are a common method for assessing trends in these
rates over time. Bailer et al. [1997] employed Poisson
regression models to examine trends in occupational fatal
injury rates, and later reported an overall annual decrease in
fatality rates of 3.4% for the years 1983—-1992 [Bailer et al.,
1998]. These publications used NTOF data and employment
information from the CPS when constructing rates. More
recently, Loomis et al. [2003] found a 3.3% annual decrease
in fatality rates for 1980-1996, also using the NTOF
surveillance system, but with employment data from the
decennial census, coupled with linear interpolation and
extrapolation to determine annual employment estimates for
non-census years.

The results obtained from these analyses are subject to
limitations in the data used. A commonly recognized
shortcoming associated with death certificate based occupa-
tional fatal injury surveillance systems, such as NTOF, is that
they undercount injuries. Stout and Bell [1991] found that an
average of 81% of fatal occupational injuries were correctly
identified using death certificates alone, based upon results
from several studies. Others have noted similar undercounts
in other death certificate based systems and for certain
subgroups of the population [Murphy et al., 1990; Russell
and Conroy, 1991; Peek-Asa et al., 1997].

Estimates of employment used as denominators in
fatality rates also have certain features that warrant
examination. The CPS is a monthly sample of workers that
can be aggregated to form yearly estimates [U.S. Bureau of
the Census, 1978]. This survey has the advantage of giving
individual yearly estimates, and correctly reflecting seasonal
changes in the workforce. However, the relatively small
sample in this survey can produce imprecise estimates of
employment counts, leading to the potentially unstable rates
if a fine level of stratification by variables such as industry or
occupation is desired. The decennial census is much larger
than the CPS and yields precise estimates even at fine
stratification levels. However, since the census is taken only
once every 10 years, interpolation or extrapolation is neces-
sary to obtain estimates for non-census years. Also, because
the census is taken in April, it does not account for seasonal
workers who may not be employed at the time of the census.

The impact of undercounting and denominator precision
when using a Poisson regression framework for estimating
annual trends in occupational injury rates was examined
using a computer simulation experiment. Levels of fatality
rates, workforce size, and fatality undercounting were varied
in an effort to quantify the impact of errors and uncertainties
in the systems currently used to measure changes in
occupational fatal injury risk. Poisson regression models
applied to rates with undercounted numerators and uncertain
and variable denominators were compared to Poisson re-
gression models fit using the ‘“‘true’” numerator and deno-
minator data.

MATERIALS AND METHODS

Regression Model and Parameter
Interpretation

A Poisson regression model, a generalized linear model
with a log link and a Poisson response distribution, was used
to estimate the trend in fatality rates. Observed fatality rates
were constructed as O/N, where “O’’ is number of observed
fatal injuries in a subgroup of the population that has “N”’
person-years of employment. The natural log of fatality rates
was modeled as a function of year. The model can be
expressed as:

log (fatality rate) = B, + B, (year).

To interpret the values of these parameters in terms of fatal
injury rates and annual changes in fatality rates, exponentia-
tion is necessary. From the model, e is the estimated fata-
lity rate when year equals zero, and the quantity (1 — eP1) is
the annual proportion of decline in the fatality rate (when
B < 0). For ease of description, the value of ePo is referred to
as the intercept, and the result of (1 —ePr) is called the
trend. The biases observed in the estimates were expressed
in terms of these exponentiated values.

Simulation Conditions

Data were simulated and models were fit using S-Plus
6.0 (2001). A flowchart of the simulation process and its
inputs is given in Figure 1. To perform the simulation,
parameters were specified to define population or true values
for the fatality rate intercept and trend, as were parameters
that characterized initial employment levels and trends in
employment over the study period.

Fatality Rate and Trend Inputs

Parameters for fatality rate and trend were chosen to
reflect a range of observed results from published studies
[Bailer et al., 1998; Loomis et al., 2003]. Three levels of
intercept (eP1) and trend (1 — ePr) for the true fatality rate
trend model were used to produce nine hypothetical fatality
rate situations. The intercept levels reflected initial fatality
rates of 1, 5.8, and 20 per 100,000 workers, and the trends
evaluated represented annual decreases of 1, 3.4, and 6.4%.
Corresponding increasing trends were also evaluated (results
not shown), and provided similar results to the decreasing
trends.

Employment and Employment
Change Inputs

Employment parameters were selected by evaluating
employment levels and patterns of change observed for
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subgroups of the population in the CPS dataset between the
years 1983—1994. Three levels of initial employment
(N = 1,000,000, 10,000,000, and 25,000,000) were consid-
ered. Parameter values for linear and quadratic changes in
employment over time, representing an increasing and
decreasing workforce, were specified to mirror employment
trends observed in different subgroups of the population.
Parameters reflecting constant employment throughout the
study were also specified. For both the linear and quadratic
employment change shapes, two sizes of employment
change depicting small (500,000 fewer or additional workers
employed over an 11-year period) and large (2.5 million
fewer or additional workers employed over an 11-year
period) shifts in employment in both the positive and
negative directions were studied, as was a model with no
employment change over the 11 year period. The model with
an initial employed population of 1 million and a large
negative population change was not used to simulate em-
ployment data. In the quadratic employment change models,
two sets of parameter values were specified at each com-
bination of initial employment and employment change to
show small (25% of the total change in employment in first
5 years) and large (75% of the total change in first 5 years)
changes early in the time period studied.

The Simulation Process

Generating fatal injury counts
and the undercount process

Using the employment parameters, annual values of true
employment for an 11-year period were derived. The number
of fatalities was simulated by sampling from a Poisson
distribution having a mean defined by the true employment
size and fatality rate parameters. Poisson regression models
were fit to these data. The years were coded O through 10 to
allow for interpretation of the exponentiated intercept as the
fatality rate in the first year of the study. Year ““0” could be
thought of as the first year of a trend study, e.g., 1980, and
year “10” could correspond to 1990. These results were used
as the ““true’” model results.

To estimate undercounting of fatalities, a value repre-
senting the proportion of all occupational fatalities observed
was simulated from a beta distribution [Hogg and Craig,
1995]. Initially, the simulation for all years was made from a
beta distribution with a mean of 0.8 and standard deviation
(SD) of 0.047, closely matching the proportion counted
(0.81) suggested by literature [Stout and Bell, 1991]. This
provided a probability distribution where 95% of the
estimated undercount proportions fell between 0.70 and
0.90. A separate value for the proportion counted was
simulated for each year of the study, and these values were
multiplied by the annual “true” number of fatalities to
determine the annual undercounted fatality total. To examine

the effect of changes in the undercount of fatalities, a subset
of models was run that evaluated two trends in proportion
counted that allowed for the proportion to change from
0.80 (SD=0.024) to 0.90 (SD=0.020), and from 0.80
(SD =0.025) to 0.85 (SD =0.025) over the 11-year period.

Generating employment estimates

Annual employment was estimated using different
methods to simulate the CPS and census derived estimates.
For the CPS-based models, the employment was derived by
sampling from a normal distribution with the *“true”
employment as the mean, and a standard error derived using
methods described in the CPS survey [U.S. Bureau of Labor
Statistics, 1999]. A separate standard error was generated for
each year based upon the total employment values using an
adjustment for yearly averages, as given in Tables 1-F and 1-
H in the source above.

For the census based model, years 0 and 10 were
assumed to be years that the census was taken. Standard
errors for the estimation of employment in years 0 and
10 were computed assuming the estimates were derived from
the 5% public use microdata sets (PUMS). These standard
error computations assumed that the population reflected in
the employment figures represented 10% of the total
population, and did not use a standard error adjustment
factor. These standard errors derivations are explained in the
technical documentation for the PUMS [U.S. Bureau of the
Census, 1983]. For years 1 through 9, linear interpolation was
used to estimate employment. Models using the annually
estimated employment values, like the CPS, are referred to as
CPS-estimated models, while models using linear interpola-
tion to form employment estimates, as is necessary when the
census is used, are called Census-interpolated models.

Relative Bias Calculation

During each simulation, a Poisson regression model
based on the “true” data was fit, as were a regression model
with the undercounted fatality totals and CPS-based employ-
ment data, and a regression model with the same under-
counted fatality values and Census-based employment totals.
Two thousand replications of each simulation condition were
run, and the average estimated intercept and trend, along with
average standard errors for each estimated parameter, were
obtained from each model. Parameter estimates for the CPS-
estimated and Census-interpolated models were evaluated
against those from the “‘true” model that uses the fatality
counts observed without undercounting and actual employ-
ment value in the Poisson regression model. The relative bias
of the intercept was defined as the percentage change of the
estimated fatality rates in year 0, and was estimated by

Bias (B,) = [(eP — ebor) /7] % 100,



where boy is the average intercept parameter value from an
CPS-estimated or Census-interpolated model, and by is the
average intercept parameter value from the “true’” model.
The difference in the trend was estimated using the
relative change in the proportion of decline, defined as:

Bias (B){[(1 — &™) —

where b4 and by7 are average trend estimates from the same
models described previously. These definitions allow for in-
terpretation of the biases in terms of change in fatality rates.
To assess differences in standard errors between the
models, the percentage difference in the average standard
errors for the CPS-estimated or Census-interpolated models
relative to the true models was examined and the bias was
defined for both the intercept and trend estimates as:

Bias.[se(B;)] = {[se(bis) — se(bir)]/se(bir)} * 100,

for i =0 (intercept), 1 (trend), where se(b;4) is the average
standard error estimate for parameter i for the CPS-
estimated or Census-interpolated model and se(b;r) is the
average standard error estimate for parameter i from the
“true” model. An empirical check was performed to en-
sure that the average standard error for each parameter
estimate closely matched the SD of the parameter estimate
across all simulations. There was very little difference
between these two quantities, so the average standard error

was used in bias calculations.

(1 —ePm)]/[1 — 7]} % 100,

RESULTS

Observing the results from all of the simulations run
when the undercount parameter was constant at 20% over
time, both the CPS-estimated models and Census-interpo-
lated models gave similar results. The negative bias in the
intercept estimate was near 21% for both models, correctly
reflecting the fact that these models were based upon data that
captured only 80% of the “true” number of fatalities on
average. Both types of models showed small positive biases
in the trend estimate, indicating that the models predict a
slightly steeper rate of decline than the ““true’” model predicts
(Table I, lines 1 & 2). Both intercept and trend estimates had
inflated standard error estimates that were nearly 13% larger
than those obtained from the model using actual fatal injury
counts and “true” employment values.

Employment and Fatality
Rate Parameter Effect

The size of the population being studied and its general
risk of injury both affected the accuracy of the results
obtained. By viewing Table I, it is apparent that initial size of
the population and initial fatality rate both influenced the
intercept bias. Models based on either a small population
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(1 million) or a group with a very small initial fatality rate
(1 per 100,000) had negative intercept biases that were nearly
2% larger than models with larger values for these para-
meters. Smaller changes in employment also were associated
with slightly larger intercept biases. Standard errors of the
intercept for these subgroups with elevated negative biases
were also slightly larger than those for other subgroups.
Results for the initial employment of 25 million were very
similar to those obtained with 10 million as a beginning
employment, and are not presented.

To further examine how different conditions impacted
the estimation of the intercept, the average bias by different
levels of employment size and initial fatality rate was also
explored. Additional models with more levels of both initial
employment and initial fatality rate were fit, holding all other
simulation conditions constant. “True” employment was
assumed to be constant across all years, although the estimate
was subject to variability, an annual fatality rate decrease of
3.4% was assumed, and the proportion of deaths observed
was sampled for all years from a distribution with a mean 0.8.
As can be observed in Figure 2a, the largest intercept bias is
apparent when both employment size and initial fatality rate
are small. Increases in either parameter greatly reduced this
negative bias. It appears that if employment is at least
7.5 million, the intercept bias does not change much for
different fatality rate levels, and it remains constant near the
amount of undercount present. Figure 2b shows the bias
change in the trend estimate. The trend bias behaves similarly
to the intercept bias, with reductions in bias seen as the initial
employment grows to 5 million, but very little change in bias
is seen with employment increases beyond that level. Unlike
the intercept, the bias in the trend estimate shrinks to zero
with larger worker populations.

Bias in the trend estimate varies slightly across most of
the simulation conditions. The most striking differences
occurs when employment changes in opposite directions are
compared (Table I). Models with increasing employment
trends tend to underpredict the rate of decline in the fatality
rate, while models that are based on decreasing employment
overpredict the fatality rate decline.

Since it is possible that these results are affected by other
employment parameters, we explored bias for different levels
of initial employment size, employment trend size, and
employment trend direction simultaneously (Table II). Initial
employment size again impacted the bias greatly; especially
for the trend parameter. At the 1 million employment size, the
magnitude of biases in both the trend and the standard errors
are greater than when employment was 10 million. Estimates
of trend overpredicted the decline by nearly 20% when
employment is small and decreasing, while the biases in
standard errors for the trend in these groups were also larger.
Biases in all parameters and standard errors were much sma-
ller and more consistent across different sizes of employment
change when the initial employment was 10 million.
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TABLEl. Comparison of Simulation Parameter Condition Effects on Intercept and Trend Estimates in CPS-Estimated and Census-Interpolated Models

Simulation condition Conditionvalue Model type® Intercept hias Trend bias Intercept SEbias  Trend SE hias
All CPS-estimated —210 14 126 126
Census-interpolated —209 0.6 126 127
Initial employment 1million CPS-estimated —219 2.7 13.3 136
Census-interpolated —217 0.7 134 138
10 million CPS-estimated —20.2 04 120 1.8
Census-interpolated —20.2 04 120 119
Employment trend size No change CPS-estimated —212 13 126 130
Census-interpolated —212 12 126 130
Small change CPS-estimated —211 39 128 129
Census-interpolated —211 41 128 13.0
Large change CPS-estimated —207 —19 12.3 122
Census-interpolated —205 —43 124 123
Employment trend direction Increasing CPS-estimated —211 —23 12.5 12.5
Census-interpolated —209 —41 126 125
Decreasing CPS-estimated —20.8 6.3 126 127
Census-interpolated —20.8 6.7 126 129
Initial fatality rate 1per100,000 CPS-estimated —223 33 13.6 14.0
Census-interpolated —222 2.3 13.7 14.0
5.5 per100,000 CPS-estimated —204 07 1241 123
Census-interpolated —20.3 —01 122 124
20 per100,000 CPS-estimated —201 0.2 19 16
Census-interpolated —201 —05 120 1.8
Fatality rate trend 1%annual decrease  CPS-estimated —210 11 125 125
Census-interpolated —209 —-09 126 126
3%annual decrease  CPS-estimated —210 14 126 126
Census-interpolated —209 10 126 127
6%annual decrease  CPS-estimated —210 14 126 126
Census-interpolated —209 06 126 127

2CPS-estimated” refers to models that used annually estimated employment values to create fatality rates. “Census-interpolated” refers to models that used a linear interpolation

of decennial employment data to produce fatality rates.

Employment Estimate Choice

Results for the yearly CPS-estimated models and
Census-interpolated models were nearly identical when the
“true” employment change over time was linear. In this
situation, biases for the CPS-estimated models versus
Census-interpolated models were nearly equal for both
intercept and trend estimates and their standard errors with
linear changes in “true” employment (Table III). However,
differences in the two methods were present when ‘“‘true”
employment change was nonlinear (quadratic) over time.
The patterns in the CPS-estimated employment models re-
mained similar to those seen with linear employment trends,
although the biases in the trend estimate tended to be slightly
larger in models with nonlinear trends.

The differences observed between the CPS-estimated
and Census-interpolated models with quadratic employment
trends depended on the value of other simulation conditions.

The models produced similar estimates of intercept bias
under most conditions, and standard error biases for the
intercept were also comparable. The trend bias appeared to
be more susceptible to employment estimate type differences
when the “true” employment trend was quadratic. Census-
interpolated models tended to underestimate the annual
decline relative to the CPS-estimated model when initial
employment was small, the employment change size was
large, or the annual fatality rate decrease was small. The
Census-interpolated model assumed a linear trend, thus when
fit to a true quadratic pattern of employment change, this
corresponded to model misspecification. Standard error
estimates for the trend were also elevated under these
conditions for the Census-interpolated model.

To illustrate the differences observed between the two
model types when the “‘true” employment changes quad-
ratically, Figure 3 shows how the model fits are altered when
nonlinearity increases. A ‘“‘true” model with a 5.8 per
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FIGURE 2. Intercept (a: top figure) and trend (h: bottom figure) bias plots of initial employment by initial fatality rate. True employment
was constantacross all years, and an annualfatality rate decrease of 3.4% was assumed for allmodels.

100,000 initial fatality rate, a fatality rate decline of 3.4%,
and an initial employment of 1 million was fit. Figure 3a
shows a small quadratic increase in employment, and as a
result, the differences observed in the initial fatality rate and
the trend are small. As seen in Figure 3b, if the nonlinearity
grows, the Census-interpolated model fit changes. Under-
estimation of employment early in the study period causes

overestimation of the fatality rate in the Census-interpolated
model, and leads to an intercept estimate that is very close to
the “true”” model intercept, despite having an undercount in
fatalities. Later in the time frame, as the rate of employment
change decreases, the fatality rates in the CPS-estimated and
Census-interpolated models become similar. Thus, the trend
estimate for the Census-interpolated model reflects the
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TABLE Il. Estimates of Bias by Initial Employment, Employment Trend, and Employment Trend Direction

Initial Employment Employment trend Model Intercept Trend Intercept SE  Trend SE
employment trend direction type? bias bias bias bias
1million 0.5 million total change Increasing CPS-estimated —22.1 —24 13.3 134
Census-interpolated —221 —27 13.3 134
Decreasing CPS-estimated —218 175 137 14.8
Census-interpolated —218 185 13.7 14.6
2.5 million total change Increasing CPS-estimated —218 —70 134 13.2
Census-interpolated —212 —141 129 12.8
10 million 0.5 million total change Increasing CPS-estimated —20.2 04 120 1.8
Census-interpolated —20.2 04 120 1.8
Decreasing CPS-estimated —20.2 0.3 120 11.8
Census-interpolated —202 0.3 120 1.8
2.5 million total change Increasing CPS-estimated —202 00 120 17
Census-interpolated —202 —01 120 19
Decreasing CPS-estimated —20.2 12 121 12.2
Census-interpolated —20.2 12 121 19

2CPS-estimated” refers to models that used annually estimated employment values to create fatality rates. “Census-interpolated” refers to models that used a linear interpolation

of decennial employment data to produce fatality rates.

change in fatality rate estimates caused by error in the em-
ployment estimation, as well as the actual decline in fatality
rates, which leads to error in its fit.

Effect of Undercounting Fatal Injuries

To assess the reliance on the assumption that the pro-
portion of deaths undercounted is constant over time, a subset
of models were fit where the average undercount was
constant, but differed from year to year due to sampling
variability. These models were chosen to reflect a variety of
fatality rate and employment input situations. Since the
complete set of conditions was not performed, the relative
bias in the CPS-estimated and Census-interpolated models
differed slightly for both the intercept and trend estimates,
but this does not impact comparisons of bias size across
different levels of undercounting change over time.

Models with no change in undercounting over time were
compared to models run under the same fatality rate and
employment conditions where the proportion of deaths not
counted decreases by 5 and 10% over the entire time frame.
As Table IV displays, the intercept bias became more
negative and standard error biases decreased as the under-
counting estimate over time became smaller. While both
initial employment and initial fatality rate were predictors of
differences in intercept bias, neither condition enhanced nor
diminished the differences seen in intercept biases as the
undercounting gets smaller.

Trend estimates were substantially affected by the
change in the proportion counted over time. The annual
decline estimate decreases by more than 20% when the

proportion of deaths counted grows by 5% over the time span
(from 80 to 85% counted). This grows to close to 70% when
the change in proportion changes by 10% (from 80 to 90%
counted). The difference in bias between the estimated and
interpolated models grows slightly as the change in pro-
portion counted grows. Interpolated models showed a 3—5%
larger bias in the trend than estimated model. Larger
differences were observed when initial employment or initial
fatality rate was small.

As a visual reference, Figure 4 shows the true model fit
along with estimated model fits when the undercounting is
constant, when the proportion not counted decreases by 5%
(from 20 to 15% not counted) and when the proportion not
counted decreases by 10% (from 20 to 10% not counted). The
model displayed had constant 10 million employment,
sampled with variability, an initial fatality rate of 5.8 per
100,000, and an annual fatality rate decrease of 3.4%. While
the intercepts for all of the estimated models are about 20%
lower than the “true” model, the decreasing trend becomes
less steep as the change in undercounting proportion
becomes larger.

DISCUSSION

The situations studied here for both employment and
fatality rate trends were based on real data situations
encountered in previous research. The choice to study only
log-linear trends in fatality rates follows previous data ana-
lysis methods. The inputs chosen reflect results for subgroups
of the population that have been produced elsewhere [Bailer
et al., 1998; Loomis et al., 2003]. It is unlikely that every
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TABLE lll. Estimates of Bias for Intercept and Trend Parameters by Employment Trend Shape. Bias Estimates are Presented Overall, by Employment Size,

Employment Change Size, and Fatality RateTrend Size

Simulation Employment Model Intercept Trend Intercept SE Trend SE
parameters trend shape type® bias bias bias bias
All simulations Linear CPS-estimated —210 13 126 12.6
Census-interpolated —210 12 126 126
Quadratic CPS-estimated —209 15 125 126
Census-interpolated —20.8 0.2 126 12.8
Initial employment 1 million Linear CPS-estimated —219 25 13.3 13.7
Census-interpolated —220 2.3 13.3 13.7
Quadratic CPS-estimated —219 2.8 13.3 136
Census-interpolated —216 —03 13.5 139
Initial employment 10 million Linear CPS-estimated —20.2 03 120 1.7
Census-interpolated —20.2 0.3 120 1.7
Quadratic CPS-estimated —20.2 0.5 120 19
Census-interpolated —20.2 05 120 120
Employment trend 0.5 million total change Linear CPS-estimated —211 3.8 128 129
Census-interpolated —211 37 12.8 129
Quadratic CPS-estimated —211 40 12.7 129
Census-interpolated —211 43 12.8 130
Employment trend 2.5 million total change Linear CPS-estimated —20.7 —21 12.3 120
Census-interpolated —20.7 —22 123 120
Quadratic CPS-estimated —20.7 —19 12.3 12.3
Census-interpolated —204 —54 124 125
Fatality rate trend 1% annual decrease Linear CPS-estimated —210 0.8 126 126
Census-interpolated —210 04 126 12.6
Quadratic CPS-estimated —209 13 125 124
Census-interpolated —20.8 —17 126 126
Fatality rate trend 3% annual decrease Linear CPS-estimated —210 14 126 126
Census-interpolated —210 14 126 12.6
Quadratic CPS-estimated —209 14 125 12.7
Census-interpolated —20.8 0.7 126 128
Fatality rate trend 6% annual decrease Linear CPS-estimated —210 17 126 127
Census-interpolated —210 17 126 12.7
Quadratic CPS-estimated —209 1.7 126 12.8
Census-interpolated —20.8 15 12.7 131

#CPS-estimated” refers to models that used annually estimated employment values to create fatality rates. “Census-interpolated” refers to models that used a linear interpolation

of decennial employment data to produce fatality rates.

subgroup of the population conforms to these model forms,
but such models do give easily interpreted results, and accu-
rately reflect the changes over the entire range of the data,
despite possibly being inappropriate for certain subintervals
of the time span. Changes in fatality rates over time, such as
those caused by regulation changes or improvements in
technology, may follow a log-linear pattern as studied here.
However, such changes could also result in a single
adjustment in the fatality rate, which may not be appro-
priately represented by the log-linear model. Misspecifica-
tion of the fatality rate model form could also introduce
additional bias.

Employment change within every subgroup cannot be
expected to be monotonic, and more extreme patterns of
employment change can alter the accuracy of analyses that
rely on assumptions about linear changes in employment
over time. However, linear interpolation of employment
appears to be a parsimonious choice that is appropriate when
some of the actual yearly employment estimates are un-
known. Since the interpolated employment estimates do not
react to large yearly changes in either direction for non-
census years, it is as likely to underestimate yearly employ-
ment as it is to overestimate that quantity. Use of linear
extrapolation to estimate employment beyond the last known
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FIGURE 3. Comparison of interpolated and estimated models with nonlinear trends in employment. a: (top) corresponds to a small

degree of nonlinear employment change, while b (bottom) corresponds to a larger degree of nonlinearity. Refer to the right vertical axis for

interpreting employment changes over time and to the left vertical axis to examine fatality rate changes over time. Allmodels assumed a 5.8

per100,000 initial fatality rate,anannual fatality rate decline of 3.4%, and initial employment of 1 million.

data value, though not studied here, has similar disadvantages
to interpolation. However, the errors could be larger than
those seen using interpolation because changes in em-
ployment after the last known data point are not directly
measured.

Interpolated estimates from the census fail to incorpo-
rate seasonal changes in the workforce because employment

information is taken in April of the census year. While this
may cause employment in certain sectors to be under-
estimated, the effect would likely be similar to that observed
by the undercounted fatalities. If the proportion of seasonal
workers not counted remains constant over time, the intercept
would be affected, but estimates of trend should remain
unchanged.
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TABLE IV. Comparison of Simulation Parameter Condition Effects on Intercept and Trend Estimates in CPS-Estimated and Census-Interpolated Models Under

Varying Undercount Conditions and a Subset of Simulation Conditions

Simulation Condition Undercount Model Intercept Trend Intercept Trend SE
condition value change type® bias bias SE hias bias
All simulations Constant CPS-gestimated —210 24 12.6 127
Census-interpolated —18.3 6.7 121 1241
5% Decrease CPS-estimated —211 —27.3 120 1.2
Census-interpolated —183 —226 115 105
10% Decrease CPS-estimated —216 —715 1.2 89
Census-interpolated —189 —66.5 10.7 8.2
Initial employment 1 Million Constant CPS-estimated —218 47 13.3 13.6
Census-interpolated —16.9 13.0 124 125
5% decrease CPS-estimated —219 —25.3 126 19
Census-interpolated —169 —16.3 17 10.8
10% decrease CPS-estimated —224 —69.1 1.8 100
Census-interpolated —174 —594 109 8.8
10 Million Constant CPS-estimated —20.2 02 120 1.8
Census-interpolated —197 04 1.8 16
5% decrease CPS-estimated —20.3 —293 1.3 10.5
Census-interpolated —19.8 —289 1.2 10.2
10% decrease CPS-estimated —209 —740 10.7 79
Census-interpolated —20.3 —735 106 76
Initial fatality rate 1per100,000 Constant CPS-gstimated —210 28 12.6 127
Census-interpolated —18.2 129 121 121
5% decrease CPS-estimated —211 —588 119 109
Census-interpolated —18.2 —479 14 10.3
10% decrease CPS-estimated —217 —1510 1.2 87
Census-interpolated —18.8 —1395 10.7 8.1
5.5 per100,000 Constant CPS-gstimated —210 22 12.6 125
Census-interpolated —183 43 121 19
5% decrease CPS-estimated —211 —159 120 1.2
Census-interpolated —18.3 —134 15 105
10% decrease CPS-estimated =217 —425 112 9.0
Census-interpolated —189 —397 10.7 81
20 per100,000 Constant CPS-gstimated —210 2.3 12.6 13.0
Census-interpolated —184 29 121 123
5% decrease CPS-estimated —211 —72 120 115
Census-interpolated —18.3 —6.5 115 10.8
10% decrease CPS-estimated —216 —211 1.3 9.2
Census-interpolated —189 —202 10.8 85

2CPS-estimated” refers to models that used annually estimated employment values to create fatality rates. “Census-interpolated” refers to models that used a linear interpolation

of decennial employment data to produce fatality rates.

The effects of seasonal workforces were studied in a
companion paper, which used empirical employment data
from the CPS and decennial census along with fatality data
from NTOF [Richardson et al., 2004]. Fatality rates
differed by as much as 10% for industries such as
Agriculture/Forestry/Fishing and Construction that have
varied employment levels throughout the year. The magni-
tude of the trend estimates also showed some differences
in these industries, but the direction of the trend was

unaffected, except in cases where the observed trend was
very small.

Underreporting of fatalities is only one drawback to
using death certificate based surveillance systems. Limita-
tions common to these systems, including NTOF, are
described elsewhere [Jenkins et al., 1993; Marsh and Layne,
2001]. Changes to data collection methodology within the
study period that alters the proportion of all fatalities that are
observed, such as the introduction of standardized guidelines
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FIGURE 4. Comparison of estimated lines under different assumptions about the proportion undercounted over time. True fatality rate

lines and CPS-estimated fatality rate lines with different levels of undercounting are presented. All models presented have constant

10 millionemployment, aninitial fatality rate of 5.8 per100,000,and an annualfatality rate decline of 3.4%.

for coding the injury at work item on death certificates in
1992, could affect results. A decreasing trend in under-
reporting can lead to underestimation of both the intercept
and trend estimate for fatality rates. Thus, the quality of
results obtained using death certificate based systems is
strongly linked to issues regarding data collection.

Multiple source fatal occupational injury systems, such
as the Bureau of Labor Statistics’ Census of Fatal Occupa-
tional Injuries (CFOI) that was started in 1992, are
alternatives to death certificate based systems. A description
of the CFOI system is given in Austin [1995]. Recent
comparisons of the CFOI and NTOF systems have shown
that NTOF captured an average of 84% of the number of
deaths in the CFOI system for the time period 1992—1994
[Biddle and Marsh, 2002]. However, since the CFOI system
is a more recent source, suitable amounts of data to perform
fatality rate trend analysis are only now becoming available.

The study of the effects of undercounting fatalities and
uncertainties in the employment estimates allows conclu-
sions to be drawn regarding the direction and magnitude of
potential errors in estimating occupational fatality rates and
trends. The undercount of fatalities (or employment) affects
mainly the estimated intercept, if the undercount is constant
over time.

Models using estimated employment values and
interpolated employment values are very similar when

employment changes follow a linear, or nearly linear, trend.
As the change in employment becomes more nonlinear,
bias in the estimation of the trend parameter grows for
the Census-interpolated model. Results for the trend
estimate bias seemed to be close to zero for most of the
situations studied, and appear to unrelated to undercount
present, if the effect of the undercount is consistent over time.
Changes in the undercounting of fatal injuries over time
(i.e., indicating a change in the proportion of fatal injuries
observed over time) caused increases in the trend estimate
bias.

These findings indicate the importance of data quality
for reliable results when assessing trend in fatal injury rates.
Estimates of the trend are accurate under many varying
conditions, as long as those conditions remain consistent
throughout the study period. Changes in data quality, such as
an increase in the proportion of fatalities observed, can affect
results, and should be documented whenever possible. Most
models with small employment and fatality counts, which
might be found in finely stratified analyses based on sub-
groups of the workforce, tended to have larger biases than
those seen in models with larger employment and fatality
counts. Researchers should be aware that biases are increased
when fine levels of stratification are performed, and that more
accurate results may be obtained when larger populations are
studied.
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