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PREFACE

In an earlier publication of the National Center for Health Statistics
. (Series 2, No, 14) the method of balanced half-sample pseudoreplication
was introduced as a device for estimating precision of estimates which
come from surveys of modern complex design, The technique was de-
veloped by Philip J. McCarthy of Cornell University. The report and
McCarthy's work are facets of a series of efforts by the Center to find
appropriate methods for analyzing data from complex social and health
surveys, in which the assumptions of standard classical techniques
rarely are satisfied.

The present study describes a number of internal evaluation tech-
niques which aid in understanding the behavior of balanced half-sample
replication as it relates not only to the variance of linear estimators
but also to precision of ratios. And it extends the method to applications
of a more analytic character, including adaptations to the sign test and
to contingency tables,

Replication and pseudoreplication are concepts that have deep roots
in statistical theory and that have influenced the thinking of many people.
Acknowledgment of all who have contributed is not feasible, but the list
of those who have had special influence on the research presented here
includes W, Edwards Deming, John Tukey, M.H. Quenouille, Leslie
Kish, and several members of the staff of the U.S. Bureau of the Cen-
sus, Professor McCarthy carried out the researchand wrote the report,
Walt R. Simmons has coordinated Center activities in the area of
pseudoreplication and, as Project Officer has maintained close contact
with the present undertaking,
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A REPORT of the National Center for Health Statistics (Series 2, No,
14) introduced a pseudoreplication procedure, called balanced half-
sample replication, as a basis for statistical analysis when dealing with
data derived from complex sample designs and estimation processes.
It appeared particularly suiled for variance estimation in connection
with the commonly used mullistage design of two primary units per
stratum, with the individual observations being subjected to various
kinds of ratio and poststratification adjusiments,

The exact behavior of balanced half-sample replication as a variance-
estimating procedure is known only for a simple linear situation where
it has no realutility. The first portions of this report veview this theory
and describe a number of evaluation techniques which can provide evi-
dence concerning the behavior of balanced half-sample replication for a
particular set of data, They are illustrated on data derived from the
Center's Heallh Examination Survey (Series 11, No, 1) relating to a
variety of body measurements for a sample of approximately 3,000 U,S.
adult males and involving estimates of population means, multiple re-
gression coefficients, and multiple correlation coefficients. These tech-
niques are principally concerned with providing presumptive evidence
relating to (1) the extent to which the average of a set of balanced half-
sample estimates "exhausts" the information in the entive set of 2-
half-samples, (2) the existence of bias in the entire-sample estimate, and
(3) the adequacy of the variance estimates produced by balanced half-
sample replication, Applications to the Health Examination Survey data
seem o indicale that balanced half-sample replication is pervforming
well as a variance estimaling procedure, Also, as might be expected.on
the basis of the sample size, there is no evidence of bias in the esti-
mates. The variables and subpopulations are less extensive than one
might desire for an explovatory investigation, bul this limitation was
imposed by the factihat these tabulations weve produced as a byproduct
of another study,

The last two sections of the report suggest several applications of bal-
anced half-sample replication to problems ofa more analytic character.
Thus an investigation of its use lo test the hypothesis of independence
in a contingency table is described, and the relationship of balanced
half-sample replication to the sign lest is explored.




PSEUDOREPLICATION

FURTHER EVALUATION AND APPLICATIONS OF THE
BALANCED HALF-SAMPLE TECHNIQUE

Philip J. McCarthy, New Yovk State School of Industrial and Laboy Relations, Cornell University

INTRODUCTION

The extensive literature on theory of sample
surveys well documents the fact that commonly
used complex sample designs and estimation
procedures lead to approximate and extremely
complicated expressions for variance estimation,
Furthermore, the survey data often do not satisfy
the conditions required for the application of even
elementary statistical techniques of analysis, In
the absence of simple methods for handling these
problems, the ordinary researcher will ignore the
complexities of design and merely treat the data
as though they had been obtained by simple random
sampling; the more sophisticated researcher will
be frustrated in not being able to account for all
the effects of design in his analysis, These points
have been discussed in some detail in a publi-
cation of the National Center for Health Statistics
(Series 2, No, 14). '

Durbin (1967) has developed methods for
designing multistage surveys in such a manner
that error computations will be relatively simple,
where the emphasis is on the estimation of popu-
lation means, percentages, or totals, However,
it is unlikely that these methods can ever be ex-
tended to handle more complicated problems of
statistical analysis, such as the use of multiple
regression techniques, Another possible avenue
of approach to these problems is through the use
of independent replications of the sample design,

variously referredtoas interpenetrating samples,
duplicated samples, or random groups, Deming,
for example, has been a consistent advocate of
replicated sampling, He first wrote of it as the
Tukey plan (1950), and his recent book (1960)
presents references and descriptions of the appli-
cations of replicated sampling to many different
situations and contains a wide variety of ingenious
devices that he has developed for solving partic-
ular problems.

A major disadvantage of replicated sampling
arises from the difficulty of obtaining a sufficient
number of independent replicates to provide
adequate sampling stability for estimating var-
iances and for other purposes. Thusthe commonly
used design of two primary units per stratum
(frequently obtained by collapsing strata from
each of which only a single unit has been drawn)
gives only two independent replicates. To over-
come this problem of having only one degree of
freedom available for variance estimation, the
U.S. Bureau of the Census originated a pseudo-
replication scheme called half-sample replica-
tion, The scheme was adapted and modified by the
staff of the National Center for Health Statistics
(NCHS) and has been used in their Health Exami-
nation Survey reliability measurements, A brief
description of this approach is given in a report
of the U.S. Bureau of the Census (Technical Paper
No. 7, 1963, p. 57), and a referenceto the Census
method of half-sample replication was made by



Kish (1957, p. 164). The basic characteristics of
this procedure have been described by Gurney
(1962) and in the NCHS publication (Series 2, No,
14),

A refinement of this pseudoreplication tech-
nique, called balanced half-sample replication,
that increases the precision of variance estimates
was also introduced in NCHS (Series 2, No, 14)
and was applied to the analysis of data derived
from the Health Examination Survey (NCHS,
Series 11, No, 1), The present report carries
further the evaluation of the balanced half-sample
technique, with illustrative data drawn from the
Health Examination Survey. In addition, several
applications to problems of a more analytic
character are suggested, Thus an investigation
of the use of balanced half-sample replication
to test the hypothesis of independence in a
contingency table is described, and the relation~
ship of balanced half-sample replication to the
sign test is investigated,

BACKGROUND FOR EVALUATION
STUDIES

In simplest terms, the idea of half-sample
replication is as follows, Consider a stratified
sampling procedure where two independent se-
lections are made from within each of L strata,

Denote the strata weightsby W, , h= 1, 2,. . ., L,
and the observationsby y,,, h=1, 2, ..., L and
i= 1,2, Under these circumstances, a half-

sample replicate is obtained by choosing one of
¥y, and y,,, one of y, and y,,,. .., and one
of y, and y,,. A half-sample estimate of the
population mean is ¥, = z Wy, where i is
either 1 or 2 for each h. There are 2t
possible half samples, If the estimate made from
the entire sample is denoted by y,,= Z W, (y,;, +
¥.2)/2, then it can be demonstrated that if
k half samples are independently selected from
the entire set of 2% possible half samples, with

means denoted by Fns,1* Fne,zot - 0 * Vne,k?
then E[ 121_( Fos,i = ?,t)i’/k] is equal to the or-
dinary variance estimate of y,,, where the ex-
pectation is taken over the entire set of 2" half
samples. As is explained in NCHS (Series 2, No,

14), a balanced set of half samples is obtained by

appropriately choosing the half samples so as to
eliminate a between-strata contribution which
influences the stability of this estimate of vari-
ance,

The basic characteristics of balanced half-
sample replication, as outlined in the preceding
paragraph, have been investigated in relation to
a linear situation where the method obviously
has no real utility, at least as far as ordinary
variance estimation is concerned, Under these
circumstances the method merely reproduces
results that can be obtained by direct and simple
methods of analysis. If, however, more com-
plicated methods of sampling and estimation are
employed, then direct methods of analysis may
not be available or may require a prohibitive
amount of computation in comparison with half-
sample replication, For example, suppose that a
multiple regression coefficient is estimated from
a complex sampling and estimation operation, No
known theory leads to an estimate of its sampling
variability. Nevertheless, one may compute a
value of the regression coefficient from each
balanced half sample and use the comparisons
among the computed regression coefficients to
estimate the variability ofthe overall coefficient,
Troublesome ''domain of study' problems, as
described by Hartley (1959) or Kish (1965), may
also be handled in the same way, The simplicity
of the approach is most appealing in that one has
only to apply the appropriate estimation procedure
to each half sample, followed by a simple vari-
ance computation on the separate half-sample
estimates,

Since balanced half-sample replication does
permit the "easy" computation of variance esti-
mates which intuitively seem to mirror most of
the complexities in survey sampling, estimation,
and analysis, one would like to argue that it can
"correctly' account for all of these features, This
is clearly not the case, For example:

1. If the y,, Yrepresent values of avariable
associated with individual population elements, if
the two élements per stratum are selected with
equal probabilities and without replacement, and
if the sampling fractions are the same in all
strata, then a finite population correction can
easily be inserted at the end of the variance



estimation process. The effect of differing
sampling fractions in the separate strata could
be taken into account by working with Wi's
where W) is equal to W, multiplied by the square
root of the appropriate finite population cor-
rection, but even this simple change effectively
divorces the estimation procedure from the
variance estimation process, The situation be-
comes more involved if the two units are selected
with unequal probabilities and without replace-
ment,

2., If the ¥, represent estimates of a cluster
characteristic, as in two-stage sampling, then
one must also worry about correctly accounting
for the within-cluster contribution to the total
variance. As is evident in Cochran (1963, ch, 10),
the problem is not substantial if the first-stage
units are selected with equal probabilities and with
replacement and the first-stage sampling frac-
tions are small, or if the first-stage units are
selected with unequal probabilities and with re-
placement, The situation in which two units are
selected with unequal probabilities and without
replacement is the variance estimating problem
to which Durbin (1967) addressed himself,

3, Most estimation problems are not linear
but involve the use of ratios in one form or
another, Under these circumstances, it will not
even be necessarily true that the estimate made
from the entire sample will be equal to the
average of the balanced half-sample estimates
and thus new dimensions of.complexity will be
involved,

As implied by the foregoing examples, the
exact characteristics of estimates of variance
obtained from balanced half-sample replication
are, for the most part, unknown, These char-
acteristics may be investigated in a variety of
ways, including the following: (a) exact analytic,
in which one assumes the functional form of a
distribution (or a joint distribution) and obtains
straightforward, although possibly not simple,
answers; (b) approximale analytic, in which one
uses Taylor series approximations, obtains
bounds by analytic methods, and the like; (c) em-
dirical studies, in which one employs data obtained
from surveys to investigate the behavior of sta-
tistical procedures, frequently using such an

approach to check on results obtained in (b); and
(d) Monte Carlo sampling from synthetic popula-
tions, again usually to check on results obtained
in (b).

In the area of present concern, there appears
to be little hope of obtaining exact analytic solu-
tions to problems. In particular, exact solutions
require quite restrictive models as evidenced by
a portion of the work of Durbin (1959) and the
work of Rao and Webster (1965) on the Quenouille
version of a ratio estimate, Their developments
start with the assumptionthat y;, = a +8 x; +
u,, E(ullx,) = 0, V(uilxl) = né where §is a
constant for each n such that né is bounded, and
the variates x,/nhave the gamma distribution
with parameter h. Such investigations are ex-
tremely valuable in providing clues concerning
the behavior of a particular method, but it is not
possible to devise specific models for the many
different types of data studied by large survey
organizations,

Taylor series approximations have alsobeen
used extensively to investigate the properties
of a wide variety of ratio estimators, both with
and without models, One of the more recent
accounts and summaries of this type of approach
is that of Tin (1965). In general, results are ob-
tained on bias and variance estimation which one
wishes to check against data obtained either
from actual studies or from Monte Carlo experi-
ments, particularly when the samples are small
or moderate in size, Thus Kish, Namboodiri, and
Pillai (1962) use actual survey data while Tin
(1965) and Lauh and Williams (1963) use Monte
Carlo techniques,

In this report, the general view is adopted
that -the behavior of estimates and of variance
estimates should be investigated, if possible, on
the basis of actual survey results, This enables
one to consider a wide variety of types of data
that are of current interest and avoids the
problem of having to construct "representative
synthetic populations and having the results
refer only to these populations. Even the con-
struction of appropriate synthetic populations,
to which one could apply complex sample de-
signs and estimation procedures, would be a
difficult undertaking,



DESCRIPTION AND APPLICATION
OF EVALUATION TECHNIQUES

This section of the report will describe a
number of internal evaluation techniques which
can provide evidence concerning the behavior
of balanced half-sample replication, These tech-
niques will be illustrated on data derived from
the Health Examination Survey (NCHS, Series 11,
No, 1, and the appendix to NCHS, Series 2, No,
14) relating to a variety of body measurements
for a sample of approximately 3,000 U.S, adult
males. (The total sample also contained approxi-
mately 4,000 U,S, adult females,) Two different
types of estimates will be considered: (1) Esti-
mates of population means and (2) Estimates of
multiple regression coefficients and multiple
correlation coefficients, The original tabulations
upon which these results are based were pro-
vided by the Survey Research Center of the
University of Michigan as a portion of the work
performed under a contract between the Survey
Research Center and the National Center for
Health Statistics, The variables and subpopula-
tions are less extensive than one might desire
for an exploratory investigation, but this limita-
tion was imposed by the fact that these tabu-
lations were produced as a byproduct of another
study,

The Health Examination Survey isanexample
of the combination of a highly complex sample
design and estimation procedure, In brief sum-
mary, the roughly 1,900 primary sampling units
(PSU's) of the Current Population Survey were
grouped into 42 strata, some of which contained
only a single PSU that was then included in the
sample with certainty, From each of the strata
containing more than one PSU, a single PSU was
selected and then subsampled in accordance with
customary practice to obtain a sample of about
160 persons (75 males). The estimation procedure
included four principal operations: (1) Inflation
by the reciprocal of the probability of selection,
(2) a first-stage ratio adjustment to 1960 popula-
tion for eight geographic and population concen-
tration classes, (3) anadjustment for nonresponse
carried out in 294 age-sex-PSU cells, and (4) a
poststratification by 12 age-sex cells. These

observations were forced into a "two observa-
tions from each of 27 strata' format by pairing
"adjacent" noncertainty strata and by defining
"similar' subsamples from within the certainty
PSU's,

Average of Half-Sample Estimates

As mentioned earlier, the formal consider-
ation of balanced half samples has been restricted
to the. ordinary linear situation, One can move
away from the linear case in a variety of ways,
but only the ordinary combined ratio estimate will
be discussed here, The points raised, however,
apply to any nonlinear situation and will be
illustrated in Health Examination Survey data,
In the case of stratified simple random sampling,
with two units selected from within each of L
strata, there are a totality of 2t half samples,
from each of which one may compute a combined
ratio estimate, say r,. For the linear case, it
has been shown that analyses carried out on a
set of balanced half samples give the same re-
sults as would be obtained by carrying out the
same half-sample analyses on the entire set of
2!  elements, We shall now investigate the man-
ner in which this carries over to the case of
half-sample ratio estimates,

In the linear case, denote the means of a
balanced set of half samples by j"h"l, ?h"z, ey
Vs, x? and the mean of the entire sample by
¥s- Denote the means of the complementary
set of half samples by 7r:s,1' Vns,27 . ;"'“,k,
where Vs, i is the mean of the half sample ob-
tained using the L elements left out of the sith
original half sample. If k is greater than L—
so that each observation appears in half of the
samples—certain relationships hold among these
mefms. In particular, we have that (3, _ | + 7“"’3/2
=2, T k= 2, Fp 1 [k = Ty - In a sense,
we can say that the set of k balanced half sam-
ples "exhausts" the information in the totality of
2% half samples, as far as estimation is con-
cerned. The question canthen be raised of whether
the half-sample combined ratio estimators
ry, rg,..., r., separately from or in com-
bination with their complementary estimators
ry, ry,..., r,, also "exhaust" the totality of



all 2% half-sample ratio estimators, Notice that
we are here asking about the relationship be-
tween }:lr,/k, 2 r‘/k and the average of the
r's for all 2t half samples and not about the
relationship between these quantities and’ R
the combined ratio estimator for the entire
sample. The latter is a separate question which
will be discussed shortly.

It appears that this problem can be attacked
empirically by the following argument, Consider
by way of illustration, the three-strata example
discussed in the NCHS report (Series 2, No. 14,
p. 17), where the observations are denoted by
(xhl, yh‘), h=1,2,3 =12 and W, = W, =

= 13, Translated into combined ratio estimate
terms, for a set of four balanced half samples
this is

c=utyat ra ao St Vet Ve
1 1™

X5+ Xy + Xy Xip ¥ Xpp + X3y
p = + Yoo + Y32 o= Yz ¥ Y t ¥
2 2

Xy + Xy + Xgp X1, + X5 * X5
a2t Ve t Yy Ao nt * Y32
3 = ——————— 3

Xp + Xpp + Xy Xy b Xy X
cot2t Yat Ve = Yy * Y2 + Y3
4

Xjp + X5 + X3 Xy t+ X + Xg

In the r; set, note that each observation
(x,,» y) occurs in two of the four samples.
Furthermore, if we look at any two of the three
strata, say strata h and k, then each of the four
possible pairs of observations

(x ) and (x )

n e Ym k1’ Y

Oy Vg and (x )

k2’ Y2

(x ) and (x )

h2! Yh2 k1’ Y

Xp0s Vo) and (xkz,ykz)

appears in one of the four samples, It is this
"balancing of pairs of observations' which char-

acterizes any set of balanced half samples and,
in the linear case, makes them so suitable as
the basis for variance-estimation. The set of
r,'s is not, however, balanced on triplets of ob-
servations, Thus the triplet (x,,, y,,), (Xyy, ¥,
(x3,, y3p),- obtained by taking one observation
from each of the three strata, does not appear in
the r, set, Similar observations hold for the r;
set, The combined set of r's and r}'s in this
case does account for all possible half-sample
ratio estimates and is therefore balanced on
triplets. If, ina particular example involving three
strata, we found that 7 and 7', the averages of
the r's and r's, respectively, were in close
agreement, this would indicate that the effect
of the balancing of triplets was negligible, Of
course, the average of ¥ and 7'is in this in-
stance the actual value that one wishes to esti-
mate, Even for the artificialand extreme example
given in NCHS report (Series 2, No, 14, p. 27),
E(T) =1.1985 and E(r") = 1.1968, thusindicat-
ing that the effect of triplet balancing is ex-
tremely small,

In general, a set of k half samples, where
k is a multiple of four, will be balanced on the
number of strata corresponding to the highest
power of two that is an exact divisor of k. Thus
if a set of eight balanced half samples is used
for five strata, then the r, and r; sets will each
be balanced on singles, pairs, and triplets of
observations while the combined set will also
be balanced on quadruplets. Under these circum-
stances, if ¥ and 7' agree, then one can argue
that quadruplet balancing is unnecessary, al-
though this can be achieved by combining the two
sets,

When k is not exactly equal to two raised to
an integer power, and the Plackett-Burman
(1943-46) method of constructing an orthogonal
matrix is used, the balancing situation is not
as clear cut, For example, the case of k =12
has been completely investigated, Thus the r,
and r| sets are both balanced for pairs of obser-
vations since 12 is divisible by four, Furthermore,
the combined r, and r; sets, which contain 24
half samples, are balanced on triplets of obser-
vations, On the other hand, for the case of

= 24 which is given in NCHS report (Series
2, No, 14, p. 19), the r, and r; sets are each



balanced on triplets of observations, since 24
is divisible by eight, but the combined set of 48
half samples is not balanced on quadruplets of
observations even though 48 is divisible by 16,
Nevertheless, a small investigation! has indicated
that the-combined sets will be better balanced on
quadruplets than will either set separately,

In ordinary practice one would perform all
computations on a single set of k balanced half
samples and would not be concerned with the
complementary set, The two sets can, however,
be compared if there is any doubt concerning
the adequacy of a single set, This comparison
has been made, for methodological purposes,
with data derived from the Health Examination
Survey which, as noted earlier, was based on
approximately 3,000 adult males, The analyses
were performed on a set of 28 balanced half
samples, the sample being treated as if two
independent selections had been made within
each of 27 strata, together with the complementary
set of 28 half samples, Two different types of
estimates were considered:

1. Ratio estimates of population means were
made for 15 physical body characteristics (e.g.,
chest girth, waist girth, and knee height).

2. Each of eight body characteristics were
separately regressed onthe independent variables
of age, height, and weight, Estimates were made
of the partial regression coefficients and of the
multiple correlation coefficient,

In each case—15 means, 24 partial regression
coefficients, and eight multiple correlation co-
efficients—the average of the estimates made
from the original set of 28 balanced half samples
can be compared with the average of the esti-
mates made from the complementary set, These
comparisons are given in tables 1 and 2, In only
seven of the 47 comparisons do the two means
differ by more than .03 percent of their average
and these instances could well have arisen from
rounding error. Hence we conclude that for this
situation half-sample estimates, based on a set of
28 half samples, effectively give the same re-

Ipen groups of four columns were selected randomly from
the population of C possible groups of four columns Per-
fect balance was achleved by combining the r; and rI sets
in five of the 10. Improved balance was achieved in four of
the 10; and in only one of the 10 did no improvement occur.

sults as would be obtained by working with the
entire set of 2?7 half samples,

Bias of a Ratio Estimator

The estimate that is customarily used for
the type of sample design to which the present
discussion refers is the combined ratio esti-
mator which, when based on the total sample,
will be designated by R. This estimator may be
biased, especially for small samples, and this
topic has been extensively researched in a wide
variety of ways, e.g., Kish, Namboodiri, and
Pillai (1962) and Tin (1965). When balanced half
samples are used for variance estimation, it is
possible to obtain, as a byproduct, an empirical
check on the existence and magnitude of bias,

The quantities ¥, F', and their average, de-
noted by 7* are of exactly the same form as
R but are based on half samples., Since the
bias of a ratio estimator decreases with in-
creasing sample size, we can expect T T* to be
subject to greater bias than R. I, for a given
set of data, ¥, 7', ¥* and R are essentially the
same, this is presumptive evidence that the dif-
ferential bias is close to zero and it therefore
follows that the absolute bias of either estimator
is essentially zero, For the artificial example
used in NCHS report (Series 2, No, 14, p. 27),
this is clearly not the casesince E(F) = 1.1985,
E(r') = 1.1968, E(R) = 11666, and R = 1.1548.
It is true that the bias in R may be small even
tPough there is differential bias between T and
R.

On the basis of previously cited empirical
investigations and on the basis of the size of the
sample upon which the illustrative data of this
paper are based, one would expect little, if.any,
evidence of bias, This expectation is borne out
by the summaxry results presented in table A, which
is based on the individual values given in column
7 of table 1 and column 8 of table 2, As can be
observed from the table, the differential bias of
the 15 ratio estimates of population means is
negligible, although one does observe that the
sign of the difference is negative in 12 of the 15
cases, possibly indicating some small residual
bias in the half-sample estimators, The results
for the estimates of partial regression coeffi-
cients and multiple correlation coefficients lead
to the same general conclusion, although the



Table A. Differential bias of F* and R,
as a fractjon of the est:.mated st:andard
error of R1

Estimates
of partial
regression
. Ratio coeffi- g

A estimates | cients an

= RfsR of popula- | multiple

tion means correla-

tion

coeffi-

cients
-.30 to =,25====- - 1
-e25 to =,20-==~-~ - 1
-.20 to =,15e-~=-=~ - -
"015 to “010 ----- - 2
-.10 to -,05----~ - 4
-,05 to ,00«~e=u- 13 11
.00 to +.05~-~=== 2 5
+.,05 to +.10~==== - 7
+.10 to +,15=====~ - 1
Totale-eemecmcmne= 15 32
Mean-====r-==r-=-= -.016 -.018
Median------~~--~ -.020 -.011

lgee the text for a description of the
data upon which these estimates of dif-
ferential bias are used. Individual val-
ues from which these distributions are
derived are given in column 7 of table 1
and column 8 of table 2,

values of the differential bias (relative to the
standard error) tend to be somewhat larger than
in the former case. The three largest (in ab-
solute value) of these arise from the independent
variable, height, but no specific reason for this
could be found, In general, one must conclude
that, for this type of data and for this size of
sample, there is no need to be concerned about
bias in either the half-sample estimators or,
more particularly, in the entire-sample esti-
mator,

If the possibility of "ser1ous” b1as appears
to exist for any or all of T, 7', ¥* and R as
evidenced by large differences among these quan-
tities in a specific situation, one can consider
the alternative of moving to a Quenouille-type
(or Jackknife-type) transformation, There is some

evidence, primarily based on Taylor series
investigations of the ordinary ratio estimate,
that such transformations may reduce bias with~-
out having deleterious effects on the variance of
the estimate, (See, for example, Brillinger (1964),
Durbin (1959), NCHS (Series 2, No, 14), Quenouille
(1956), Rao (1965), and Tin (1965), There have
been no theoretical or empirical investigations
of complex design and estimation situations
similar to the one being discussed in this paper.

Estimating the Variance of 7

Under ordinary circumstances, one has a set
of k balanced half samples and the accompanying
half-sample ratioestimates, r,, rp, - . -, Ip.
Carrying over the argument outlmed earlier for
the linear case, the variance of R(rat1o estimate
computed from the entire sample) would be esti-
mated as |z (r, — R)¥/k. To keep the argument
in s1mp1est terms, we shall first restrict atten-
tion to the problem of estimating the variance
of T 1nste%d of Rand hence use the variance
estimate ;2 (r, — 7)2/k, here denoted by Veus
(r). If the data for the complementary set of
half samples are alsoprocessed, as is the case for
the illustrative example being used in this paper,
then a second estimate of the same form can be
computed from r{, ry, . . ., r,, namely Vg .

(7. In the linear case, these two estimates are
identical.

‘Another estimate of variance with which to
compare Vg (¥ and V, (F) may be obtained
by the following argument, Viewing a particular
half sample and its complement as two independ-
ent samples, the variance of a half-sample ratio
can be estimated with a single degree of free-

dom as

+r 4 r)
(r, = 2032 4 (- Ht0 52
2 2
= (g = rH?
The average of r, and r/, say 7" makes use

of all the sample information and has estimated
variance

Mo, - H?



If this estimate of variance is obtained from a
single half sample and its complement, then it is
the simplest form of a replicated estimate of
variance and has often been suggested as a crude
first approximation to such variances. In the
linear case, the value of 7* would be equal to
the whole-sample estimator for any ; and hence
we shall regard (/) tr— rH?  as an approxi-
mation to the variance of the whole-sample esti-
mator, whether it be computed as 7, ¥', or as
7

If the foregoing estimate of variance could
be computed for each of the 2'™! complementary
pairs of half samples in the entire set of 2' half
samples, then the average of these estimates,
each of which has the correct expected value,
would appear to provide an "excellent" estimate
of the variance ¥*. Since this is impossible, we
shall substitute its computation over a set of &

balanced half samples, together of course with
the complementary set, Thus

iy —=# 1 X 142
Veus )—(A)izl (ri— Yk .

It seems likely, on the basis of the argument
previously set forth on the balancing of singles,
pairs, and triplets, and of computations carried
out on simple examples, that these estimates are
extremely close to those that would be obtained
by working with the entire set of 2% half sam-
ples,

Although no way has been found to put the
foregoing considerall\tions on a formal basis, it
would appear that V. (F*% is a "better' esti-

: CBHS ) A
mate of variance than either V(™) or VBHSG').

_In practice, of course, one would have avail-

able only one of the latter two estimates, In the

A

A A
Table B, Difference between Vous 0 cg _V?HS(F'), and Veans (T*)s as a fraction
of cBhs (T*

Estimates of partial
Ratio estimates regression coefficients
of population means and multiple correlation

Fractional difference coefficients

A A -— -

Vous (P Vs (FY Vs (B Vs BY
-.08 to ~,07~-=c-ceccmcccccmncna. - - - 1
~o07 to =,06~=cccmmcccccccccaae - - - -
=06 to ~,05--cccmcmmcmancccnanan - - 2 1
=05 to =,04mccccnincm e - - 1 1
~,04 to ~,03w=cmcmccccacncannaaaa 2 - 1 2
-.03 5 - 2 2
-.02 2 - 2 6
bl 01 2 2 4 5
.00 2 3 2 2
.01 1 3 6 4
.02 1 5 5 1
.03 - 1 - 2
.04 - 1 4 2
¢05 - - - 1
006 - - 2 2
.07 - - - -
508 - - 1 -
Totaleremmcemomaccmcccnaccmcaaaas 15 15 32 32
Meane-e~ecrerecmcmccnnncccccacna -,011 +.019 +.010 +,001
Mediane~--cceccommacmcancaacccana. -,018 +,017 +,012 -,001




present investigation, all three estimates have
been computed for the 15 ratio estimates of
population means and for the previously de-
scribed regression coefficents and multiple cor-
relarion coefficients. Agreement of these three
variance estimators will be taken as presumptive
evidence that the balanced half-sample variance
estimation procedure is appropriate for a given
set of data., A summary of the results of this
comparison is given in table B, while the actual
values on which these distributions are basedare
presented in tables 3 and 4. It will be observed
that the distributions of fractional differences
show the three estimates to be in relatively close
agreement. Several further observations con-
cerning these distributions are:

1, For any given est1mate V Hs(F") tends
to be between Van (r) and VBHs

2, For the ratio estimates of population
means (physical body charactenstlcs of U.S,
adult males), the est1mates Vaus(” tend to be
on the same s1de of Vc (r*. In other words,
the values of VBHs‘” are correlated with one
another, This effect is not as pronounced for the
estimates of partial regression coefficients and
multiple correlation coefficients,

3. The effects of (1) and (2) show up in the
two distributions on the left of table B, one
distribution: being located somewhat below zero
and the other somewhat above zero,

4, If the comparison were made on the basis
of estimated standard errors, the distributions
would show less dispersion. This follows im-
mediately from the fact that (/a - VB)V/b=(/a/
vb)-1 is always smaller in absolute value than

is (a - b)/b = ta/b) —1.

The foregoing results can be presented in a
slightly different manner by introducing the con-
cept of correlated variables, Walsh (1947) sum-
marizes the following results. If x;, x,,. . ., x,
are observations where E(x) = u, Vix) = o2,
and E(x, - u) (x, —w =pa?, then V(x) =
[1+¢-1p] and E[Zx, -%/tn - D]= 62(1-p).
Furthermore, if the x'S are normal, the quanti-
ty

& - wl-p/+ (n- )] %2

[X(xl —'i')"’/n (n-1)J Ve

has a Student's distribution with (n — 1) degrees
of freedom. For present purposes, we replace
the «x,'s by the balanced half-sample ratio esti-
mators r,, r, ..., r. The ri's do have a
common variance, and they are correlated since
the half samples within a balanced set do have
elements in common, For the moment, the com-
plementary set is ignored,

The ordmary practice for balanced half-
sample replication has been to takeA Z(r, -R %k
as an estimate of the variance of R. As has been
done earlier in }his discussion, let us consider
r rather than Rand see under what circum-
stances we can treat

F- M

Ztr, - 72
k

as having a Student's ¢ distribution with (k ~1)
degrees of freedom, at least as far as variance
considerations are concerned,

If the aforementioned equality is tohold, then
it is necessary that

14+ (k-1p

ad—=p =(k-1

which means that

k-2
P= k-1 .

This condition can be shown to hold, through
the use of a common-element argument set forth
in NCHS (Series 2, No, 14, pp. 20-21), if

1. We are dealing with a linear situation in
which W,=W,=...=W_,and S7=5?=...=5%

2. The number of strata, L, is one less than
a multiple of four and the set of k=L +1 bal-
anced half samples is obtained by deleting the
column whose sign entries are all the same from
a k x k orthogonal matrix,

In the present instance, and in more complicated
ones, these conditions cannot be expected to hold
exactly, The strata weights and variances will
not be equal; the half samples may not have
exactly the same number of elements in common,
which was required for the "common element"
argument leading to a theoretical value of p; and



a ratio estimator may behave in a -different
fashion from a linear estimator, Nevertheless,
one would expect these results to hold in some
average sense, especially when thereisa reason-
able number of strata, It is possible to investi-
gate this matter empirically,

Suppose we consider a set of balanced half
samples and their complements, together with
the half-sample ratio estimators Iy, fh, . ..,

r.and o, r3,...,r!. Then take

k°

A
20,

k
- 1 2
aus T = (V2 2. G —rH%k

as an estimate of ¢2 the variance of a single

half-sample estimator, Furthermore, take
k k
2 -7? PRCES ok
iz1 and
k-1 k-1

as estimators of ¢2 (1- p),
can then be estimated as

The correlation p

5 =2
s 2, (= Pk -1

-1

X 2
(1/2)521 (r; - )7k
or as

ol —FYUk - 1)
Bm1— i=1

ko
o) Z =)V

and these values, or their average, can be
checked against the theoretical value of
(k- 2)/2(k - 1,

The foregoing estimates of p have been com-
puted for the illustrative data used in this paper.
Their distributions are shown in table C and the
individual values are given in tables 3 and 4. The
left portion of table C presents the results for
ratio estimates of mean body characteristics of
U.S. adult males, while the right portion givesthe
same data for regression coefficients and mul-
tiple correlation coefficients, The theoretical
value of p with which these can be compared is

10

(k-2)/2tk — 1) = 26/54 = .4815. The general
agreement of the empirical results with the
theoretical value again leads to the conclusion
that, for the ﬂlustraknve data being used in this
paper, one cantake 2 (r -9%k asan approxi-
mation to

K

2 -2
jax1
ktk—D

[+ k= 1p]
(1-p)

in estimating the variance of 7. The general ob-
servations made concerning the relationship
among distributions in table B also apply here
.since the #'s are simple functions of \;’ (),

A
Vsus(’) and VCBHs(r‘).

BHS

Estimating the Variance of R

Thus- far the discussion of variance esti-
mation has focusedon 7, 7', and 7", ratherthan
R, for the simple reason that we are actually
dealing with half-sample ratio estimators, The
ordinary procedure in either half-sample or
balanced half- ksample rephcatmn has been to use
the quantity 2 (r, —R) %k as an estimator of
the variance of R This estk1mate of variance is
larger than the estimate Z (r, - )%k by the
amount (F — R)2, Since we have already ob-
served that ¥ and 7' do not differ by an appreci-
able amount from R for the illustrative data of
this paper, it makes little difference which esti-
mate is used In general, it would seem that

- Rk would overestimate even the
mean square error of R since it contains a
contribution for the differential bias of ¥ and
R and this differential b1as may well be larger
than the absolute bias in R.

It is possible to obtain 2 formal relation-
ship connecting V(r) and V(R).Consider the ex-
pression E(F — R)2. It follows that

A A
EF-R2=v® + VR - 2 cover, By
A
+[E® - EB)?

= V(F) + V(I/é) -2 p.'_QV V(T v V(A)

+[Em-E®)?



Table C. Estimated value of the intraclass correlation coefficient for a set of 28
balanced half-sample estimators
Estimates of partial
Ratio estimates regression coefficients
of population means and multiple correlation
Estimated value of p coefficients
3 s S B
43 to 4bemmmcmccmec e acneo - - 1 -
b to ,45mccecmm el - - 2 2
I L I R - 1 3 2
46 o 47 e~cmcmcnmrc e - 6 5 4
e47 t0 Jb48emcmmem e 3 4 8 6
W48 t0 J49mccmmmcmc e e 5 4 6 10
49 to .50-m--memcrmmne oo 6 - 4 5
«30 to Slevcmcmcmmuccn e 1 - 3 1
.51 to .52 --------------------- - - - 1
2452 to ,53-~-mmmcmccmcnnn e - - - 1
Totalemwmemmcmmmcmmmccccmnccceen e 15 15 32 32
Meaneesecemmccancmacccmnnccncnaaa 4876 4734 4762 4811
Median«e--v-cmccmcoccnccranccaaaa .4890 4724 4754 .4838
Regrouping of terms leads to V(&) and V(R) on the basis of 2 single sample,

A / a
V(P + VIR = 204 VVP) VI(R)

- EF-R? - [Em - ER].
Now we observe that prh<1. Actually, it ap-
pears that this correlation will be very close to
one under almost any circumstances, and this
conjecture has been confirmed by direct com-
putation in several '"'small," synthetic examples.

Thus A /A
VF)Y+ VIR)- 2 VV(P) V(R)
A
< E-R?_ [E - ER)?

A
S E(F - R?

o o |

Since, as shown earlier, we can estimate
V() from a single sample, anfl since (F — R)2
is an approximation for E(F~ R)? this last ex-
pression .provides a crude way of comparing

or

Y
< E(F-R2

The bounds obtained will not be partlcularly good
if the neglected term [E(r) - E(R)] is at all
appreciable in relation to E(r — R)z, andthishas
been the case with various synthetic examples
that have been investigated. On the other hand,
this may provide quite reasonable bounds in
practical situations where the neglected term may
be expected to be small, It should be observed
that the development of the final expression
includes sampling without replacement from finite
populations, Furthermore, equality will hold
throughout if (r, + r; /2= R for each i, as it
does in the lmear case, and we then have the re-
sult that V() = V(R). For the illustrativedata of
this paper, as summarized in table A, all indica-
tions are that we are obtaining '"good’’ estimates
of V(R) as well as of V(.

Design Effect

As a final point, we note that column 2 in
table 3 and column 3 in table 4 contain esti-
mates of variance, labeled VR anG-)» computed as
if the observations had arisen from simple ran-

1



dom sampling. Since the estimate ‘A/caus(') takes
into account most of the survey features (strati-
fication, clustering, po§tstratificati?n estimation,
etc.), the ratio of ¥V, () to V () is an
estimate of the design effect, These ratios are
given in column 8 of table 3 and column 9 in
table 4. In table 3, which refers to estimates of
mean body characteristics based onapproximately
-3,000 adult males, these ratios range from 1,158
to 5.729 with an average value of 3.223, In table
4, which refers to estimates of regression co-
efficients and multiple correlation coefficients,
the ratios range from .570 to 3.675 with an
average value of 1,807, The fact that design
effect is smaller for the regression coefficients
than for the mean body characteristics is con-
sistent with other studies,

APPROXIMATE TEST OF
INDEPENDENCE BASED ON A SET OF
. BALANCED HALF-SAMPLE REPLICATES

The statistical analysis of data that have
been produced by the use of a complex sample
design and then processed through an involved
estimation procedure poses many difficult prob-
lems, Although it appears that the application of
some form of pseudoreplication will provide
a reasonable solution to the problem of esti-
mating the sampling variability of a statistic,
it is not immediately apparent that one can use
these same techniques to solve certain other
commonly occurring problems of statistical
analysis. This section gives a summary of the
results of an investigation carried out by Chap-
man (1966) concerning the use of balanced half-
sample replications to test the hypothesis. of
independence in a contingency table,

The contingency-table test of independence
is ordinarily phrased in the following manner,
Observations are classified jointly on each of two
qualitative variables, the categories of variable
one being denoted by /, i= 1, 2,.. .r, and
those of variable two by j, j =1,2,. . .,c.If
Py denotes the probability of an observation
falling in the ith category of variable one and
in the jth category of variable two, then the
hypothesis of independence states that p;= p,
P where P, refers to the marginal distribution

12

of the first variable and p, refers to the mar-
ginal distribution of the second variable, As-
suming that a "large" sample of n independent
observations is available, the statistic

. )2

is approximately distributed as Chi-square with
(r — ¢ - 1) degrees of freedom when the
hypothesis is true, and the hypothesis is re-
jected for 'large" values of X2. Data derived
from a complex survey operation certainly do
not conform to this model, particularly in view
of the dependencies that are introduced by the
use of stratification and clustering techniques,
Furthermore, the effects of commonly used
estimation procedures would add to these com-
plications.

One might attempt to find a solution to this
problem in the following manner, If large samples
are used, the distribution of the sample esti-
mates of (rc - 1) of the pn's, which will be
denoted by ﬁ”, can be approximated by a non-
degenerate, normal, multivariate distribution,
The exponent (ignoring the - 1/2) inthis distribu~
tion is a quadratic form in the ﬁl 's and the
coefficients of this form are the elements in the
inverse of the variance-covariance matrix of the
B, 's. The variance-covariance matrix of the
16” 's can be estimated by a pseudoreplication
method, such as balanced half samples, andthese
estimates would mirror the effects of the design
and estimation, It should be observed, however,
that the volume of computation would be large
since even for r=3 and ¢ = 3 there would be
eight variances and 28 covariances, It would then
be necessary to invert this matrix and evaluate
the quadratic form to take the hypothesis p, P =
p; p; into account, The resulting statistic would
be treated as a Chi-square variable with some
appropriate number of degrees of freedom. This
approach has not been pursued since we shall now
describe a "simpler" alternative,

The basic idea upon which the proposed test
procedure rests is the following, Suppose that an
estimate ;"a” is obtained from a sample and that
a product estimate, 5 3. is obtained from an



independent sample. Form the difference ofthese
two estimates (B, ~ B, ',) and consider the
sign of the difference, Define the variable S, to
be one when the sign is plus and zero when 1t is
minus, If the hypothesis of independence does
hold, then this is the difference of two independent
estimates of the parameter, Py and one would
intuitively expect the sign of this difference to be
plus or minus with equal probability, Actually,
even with two independent random samples, each
of size n, it can be shown that this result does
not generally hold, In particular,

1, If nis "small," then there may be an
appreciable probability that the difference is
exactly equal to zero,

2. The distributions of p i and p p will
not be identical and therefore the d1str1but1on of
the difference may not have a median at zero,
For example, it can be demonstrated that

Vg = (/n) p - p
V@, B'p = o) p a-pp

- [tn -1y/n?] pyt-p)1=p ).

On the other hand, if we can assume that both
B, and B P are approximately normally
distributed, then their difference will also be
approximately normally distributed and the mean
of this distribution will be zero when the hypothe-
sis of independence is true. Hereafter, we shall
make this assumption of approximate normality,

Now suppose that it were possible to repli-
cate this situation k times and thus obtain k
independent observations on the variable S,
The sum of the k S, 'S X, isa binomial vari-
able with

EX,p =(k|2)
VX)) = Mok

when the null hypothesis is true and, if k is
"large," the quantity
k |2
X - 5
Mok

is distributed approximately as Chi-square with
one degree of freedom.

In general it would be impossible to con-
sider using this form of analysis since it re-
quires 2k independent replicates, each of which
is large enough to ensure that 5, and p' '
are approximately normally d1str1buted Further—
more, it is also desirable that k be sufficiently
large so that the test will have adequate power,
However, if one is using a sample design for
which a balanced half-sample replication method
of estimating variances is appropriate, itappears
that these circumstances can be realized in an
approximate manner, Consider, as an example,
a situation in which there are two independent
selections from within each of seven strata and
that one is therefore using a set of eight bal-
anced half samples, Denoting the first element
selected in each stratum by a + and the second
by a —, the following table shows one set of
eight balanced half samples and their comple-
ments:

Half Strata Comple- Strata
samples | L 234567 | ments | L234567
+ + + + o+ o+ 1 ==
2 - -t =t - 2 + - -+ -+
3 + -t ot e - 3 -+ + = -t
4 - - + = - 4 R Tk A
5 + -=-- 5 - -t
6 -F - =+ -+ 6 L N
7 Fomom .o b 7 - B e
8 - -t et - 8 + -t - -+

It will be observed that a half sample and its
complement have no elements in common, that a
half sample and any other half sample in the
same set have three elements in common, and
that a half sample and any half sample from the
complementary set, other than the complement
itself, have four elements in common, Ingeneral,
if there are L strata and one can use a set of
(L + 1) = k balanced half samples, where k%
is a multiple of four, these numbers of common
elements will be zero, (k/2)- 1, and (k/2),
respectively,

13



Now consider the following simplified ver-
sion of the stated problem:

1. B, is the estlmate of Py made from
half-sample one and ,B 8! is the corre-
sponding product estimate obtained from the
complementary half sample, Theseare independ-
ent estimators,

2. 251 is the estimate of pl made from
half sample two and ,4 25'] is the corre-
sponding product estimate obtained from the
complementary half sample,

3. Assume that 113" and 5 areordinary
linear estimates based on L strata of equal weight
and that the within-strata estimateshave common
variance S:. It then follows, using the argument

set forth in NCHS (Series 2, No, 14, p. 21), that

Cov By, oByp = {[L -/ {1y 1%} s}

(L~-1) o2
= 7 Sw-

4. Assume that the product estimates 5|
1"; behave in exactly the same manner as the
p,] . As a result, we have

A A

-1) 2
Cov(lf)\". 1p|' 2P, P = .@2_1‘_2;1_ S

and

A A
Cov <1p,,, 2p, 219 y= Cov <zp,, 1P, 18

- {(L +1)/2 }{1/L2}s§

- (L+1)

2

SZ
22 v

5. Using the foregoing results and assump-
tions, we find that

AA
V”(léu - 1B, P = Va’(zsn" i, 2P1)= Ls:
A A A 2 o2
C°V[(1P”— 16.';’» ‘2P||‘23i'. 2P.'lﬂ'_22‘sw

and that the correlation between the two differ-
ences is equal to -1/L. For any reasonable num-
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ber of strata this correlation will be very close
to zero, Since the various estimates areassumed
to be approximately normally distributed, it fol-
lows that the k differences ( p p p ), as
computed from a set of balanced half samples can
be treated as independent observations, Some
evidence concerning the reasonableness of this
type of argument is provided by the data on the
intraclass correlation coefficient given in table
C. It was shown that the estimated values agreed
quite well with the theoretical value predicted on
the basis of the "common element' approach.

The application of the foregoing procedure to
a set of k balanced half samples leads to an ob-
served value of X, for each of the rc cellsinthe
contingency table, where

EX;) = k/2
3i=1,2,...,r
_,'=1,2,...,c

VX = Yk

when the hypothesis of independence is true, We
would, of course, like to combine these rc values
into one overall test, However, such a combination
cannot be carried out in a straightforward man-
ner since the X, are not independent of one
another, Chapman (1966) presents an extensive
analysis of this problem which culminates in the
suggestion of an approximate test statistic that
appears to have reasonable properties and which
is simple to use in practice. The basic steps
in the development of the statistic are:

1, The rc variables X, are assumed to
have a nondegenerate, normal, multivariate dis-
tribution, Although there are constraints on the
X, 's, namely that they cannot all be simul-
taneously equal to zero or one, these constraints
are not of a form that reduces the rank of the
quadratic form,

2. Approximations to the covariance and the
correlation of any two X, 's are obtained in the
following manner:

a, If two normal variables, with zero
means and unit variances, Y, and
Yl , have a normal bivariate dis-
tribution with correlation ptY, Yl)'



then the correlation 5 (S, ,S‘.) between
their signs—-i.e.,, S;=1 if ¥, >0,
and S, =0 if Y, < 0,and similarly for
Yl —is given by

p(S,,S) = -+ arc sin p(¥, ).

This result is given in Cramér
(1946, p. 290).

b, Assuming that 5" and p' ﬁ'] are

based on random samples each of
size n, from a population in which

py=U/re), p =U/r), p; = 1/e),
1t can be shown that the average
correlauon between (pIl - ﬁl' ﬁ.")
and (pm - ph p ), where either or
both of i h and j 4 ¢t aretrue, is

equal to — 1/trc — 1),

c. Thus we have the result that

p(X,, X0 = & arc sin [-1/tre - 1]
where either or both of 7+ h and
7 * t hold. Chapman (1966) inves-
tigates some aspects of this approxi-
mation procedure, It appears to be
a reasonable one except under ex-
treme circumstances, e.g., where
one or more of the p,; are ex-
tremely small and other p;; are ex-
tremely large,

3. Walsh (1947) proves that if one has n
normal variables, X;, X,,. .., X,,each with
mean p and variance ¢2 and with a common cor-
relation coefficient.p then

T=- ﬁt—p)— 2 ox - %7
has a x?distribution with (n—1) degrees of
freedom and
n(X - w2
- a2[1+(n-l)p]

has an independent x2 distribution with one de-
gree of freedom,

4, Combining the preceding results, we ob-
tain the test statistic

r
IZ 2 (X - X7
T= =1 j=1

(1/4)1( [l - —r— arc sin(~ —1 )]
rc—1

which, when the hypothesis of independence is
true, has approximately a x?distribution with
(rc — 1) degrees of freedom., The hypothesis
of independence is rejected for 'significantly"
large valuesof T. Since arc sin x=x when x
is small, this can usually be simplified to

ok 1+ @/mafre- 1),

S. The use of the independent Chi-square
with